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Schyler Batey  PNWGP    schylerb@u.washington.edu 
Eric Boyd  Internet2    eboyd@internet2.edu 
Ron Broersma  DREN     ron@spawar.navy.mil 
Joe Burrescia  ESnet     joeb@es.net 
Rich Carlson  DOE     rcarlson@ascr.doe.gov 
P. J. Clayton  GPN/MOREnet   PJ@more.net 
David Crowe  Oregon GigaPoP   crowed@nero.net 
Vince Dattoria  DOE/SC   vince.dattoria@science.doe.gov 
Owen DeLong  HE     owend@he.net 
Phil DeMar  FermiLab    demar@fnal.gov 
Dave Diller  MAX     dave@maxgigapop.net 
David Farmer  UMN     farmer@umn.edu 
Dwayne Fennell Clemson/SCLR   dfennel@clemson.edu 
Dale Finkelson Internet2    dalef@internet2.edu 
Andy Germain  NASA/GSFC-EOS   andrew.m.germain@nasa.gov 
James Grace  AMPATH    james.grace@fiu.edu 
Patrick Gregory NOAA     patrick.gregory@noaa.gov 
Peter Gutierrez U. Mass    peterg@nic.umass.edu 
Susan Hicks  ORNL     hicksse@ornl.gov 
Carla Hunt  MCNC     carla@mcnc.org 
Shumon Huque U. Penn/MAGPI   shuque@upenn.edu 
Richard Jimmerson ARIN     richard@arin.net 
Michael Lambert 3ROX/PSC    lambert@psc.edu 
Theo Lavis  ERC Broadband   tlavis@ercbroadband.org 
Paul Love  NCO     epl@sover.ne 
Sidney Lucina  RNP     Sidney@rnp.brt 
Iara Machado  RNP     iara@rnp.br 
Richard Machida U. Alaska    rm@alaska.edu 
Joe Metzger  Esnet     metzger@es.net 
Grant Miller  NCO     miller@nitrd.gov 
Debbie Montano Juniper     dmontano@juniper.net 
Scott Morris  DOE-ORISE    scott.morris@orau.org 
Azher Mughal  Caltech    azher@hep.caltech.edu 
Mark Mutz  NOAA     mark.mutz@noaa.gov 
Cybelle Oyama RNP     cybelle@rnp.br 
Dave Pokorney FLR     dp@ufl.edu 
David Reese  CENIC    dave@cenic.org 
Anne Richeson Qwest     anne.richeson@qwest.com 



Lea Roberts  Stanford U.    Lea.roberts@stanford.edu 
Ernesto Rubi  FIU     ernesto@cs.fiu.edu 
Robert Sears  NOAA     robert.sears@noaa.gov 
Michael Sinatra UC Berkeley    ms@berkeley.edu 
Joe St Sauver  Internet2/Oregon   joe@uoregon.edu 
Martin Swaney U. Delaware    swany@udel.edu 
Brent Sweeny  GRNOC/Indiana U   sweeny@indiana.edu 
Kevin Thompson NSF     kthompso@nsf.gov 
Alan Verlo  UIC/StarLight    verlo@uic.edu 
Alan Whinery  U. Hawaii    whinery@hawaii.edu 
Matt Zekauskas Internet2    matt@internet2.edu 
 
Action Items 
1. Joe Metzger and Paul Love will solicit JETNets input on v6 perfSONAR deployment. 
2. Ron Broersma will send his DNSSec/DREN briefing to the JET members 
3. The JET will revisit the topic of IPv6 deployment at its April or May meeting. 
 
Proceedings 
 This meeting of the JET was coordinated by Vince Dattoria of DOE and Paul 
Love of the NCO. 
 
Network Roundtable 
 
Atlantic Wave:  Ernie Rubi 

Atlantic Wave provided connectivity between RedClara and NORDUnet.  
AmPath is using AWave for connectivity to Canarie. 
 
DREN: Ron Broersma 
 DREN recently held a Hawaii Internet Consortium (HIC) meeting to coordinate 
user requirements among the HIC organizations.  DREN issued an RFP in January for 
providing the next generation DREN networking providing a 100G backbone.  The RFP 
indicates it will be an IPv6 network backwardly compatible to legacy IPv4.  All network 
management will be via IPv6. 
Related talks at the ESCC/Internet2 Techs workshop: 
 events.internet2.edu/2011/jt-
clemson/agenda.cfm?go=session&id=10001538&event=1150 
 
ESnet: Joe Burescia 
 ESnet’s installation of DWDM to Brookhaven Laboratory on Long Island has 
been delayed by snow.  The ANI testbed will use this service.  ESnet installed its first 
20G site at FermiLab.  They recently received 8 Petabytes of data, 40% of this over the 
network.  perfSONAR equipment only remains to be installed at some lower speed sites.  
ESnet is installing next generation videoconferencing.  ESnet is evaluating its client plans 
for outsourcing services. 
Related talks at the ESCC/Internet2 Techs workshop: 



 events.internet2.edu/2011/jt-
clemson/agenda.cfm?go=session&id=10001525&event=1150 
 
Internet2: Dale Finkelson 
 Internet2 is developing its schedule for Internet2 upgrades based on BTOP timing.  
Phase 1 deployment is planned for completion in June 2011 and will provide a mid-
continent coast-to-coast footprint at 100G.  Internet2 is buying 20 year Level3 IRUs for 
fiber. Phase 2 will take place July 2011-July 2012.  Internet2 is subcontracting to 
Northern Tier for upgrades to Northern Tier to provide 100G service to Internet2.  Phase 
3 will be completed in July 2013. 
 Internet2 issued an RFP for its network service.  A review team has members 
from the networking community, IU staff and Internet2 members.  Infinera will provide 
the upgrade on the Northern Tier segment.  Contracts have been signed with Ciena to 
provide a national footprint using its Activeflex 6500 platform.  Internet2 is currently 
considering power requirements and co-location sites.  Vendors are providing fiber loss 
data.  The 100G network will use 10 Juniper T1600 platforms.  The equipment will be 
staged at the Indiana University NOC where it will be tested and shipped out to 
installation sites.  The MX960s will be pulled out and replaced by the T1600s.  The first 
MX960 pulled out will go to Chicago. 
Related talks at the ESCC/Internet2 Techs workshop: 
 events.internet2.edu/2011/jt-
clemson/agenda.cfm?go=session&id=10001523&event=1150 
 
NISN 
 No report 
 
NLR 

No report 
 
NOAA: Mark Mutz 
 NOAA is implementing its new N-Wave network.  The core network has been 
completed.  The three initial RDHCPS sites are connected.  Other end sites are now 
starting to connect.  Some sites will move to the new network with layer 2 Ethernet.  
NOAA and NASA demonstrated a 100G application at SC2010 using Cisco 100G cards. 
Related talks at the ESCC/Internet2 Techs workshop: 
 events.internet2.edu/2011/jt-
clemson/agenda.cfm?go=session&id=10001575&event=1150 
 
NREN:  
 No report  
 
TransPAC and ACE: Brent Sweeney 
 TransPac will implement a new 10G link to Japan in March.  TransPacific cables 
only offer 10G service at this time.  Hibernia offers 40G waves service across the 
Atlantic.  ACE is ready to request 3 new circuits. 
 



Northern Tier: Dave Farmer 
 Northern Tier is in negotiations with Internet2 on how to provide Internet2 100G 
services.  Other BTOP awardees connect to Northern Tier on its eastern end.   Four 
BTOP awardees land in Duluth which will be a BTOP network center.  Northern Tier 
will install a path from Fargo to Aberdeen as part of a path from Fargo to Kansas City to 
Omaha. 
 
NGIX Roundtable 
 
MANLAN: Dale Finkelson 

MANLAN moved its full-sized core director from Chicago to New York to 
replace the New York Nortel equipment.  The change is expected to be complete 
February 24-25.  The new core director provides growth potential and will make it easier 
to implement dynamic circuit control.  Dragon and OSCARS will be implemented on this 
core director in spring 2011.  The core director will also support the use of Jumbo 
Frames.  As part of the MANLAN upgrade perfSONAR instrumentation will be installed.  
Although this core director will not support 100G peering it is projected that some 
JETNets will peer at 100G sometime, somewhere in 2011.  The MANLAN Cisco 6513 
box will remain.  It only has one spare interface so it also needs upgrading. 
 
MAX: Dave Diller 

The MAX is deploying 100G DWDM.  The NGIX switch will be replaced with 
something that is 100G capable.  SINET4 (Japan) is implementing a link to the MAX. 
 
StarLight: Alan Verlo 
 StarLight continues to provide support for international demonstrations and 
connectors.  It supported a CineGrid demonstration for the APAN meeting and HD stereo 
from Prague to Hong Kong.  StarLight is working to implement vLANs with GLIF.  
They are preparing for the GPC10 Meeting in March. 
 
PNWGP & Pacific Wave: Schyler Batey 

CANARIE is swapping out their part of the GOLE in Seattle.  Pacific Wave is 
deploying perfSONAR across the network.  Their Western Region Network extends to 
Denver, Albuquerque and Los Angeles.  Phoenix will be added in the near future.  WRN 
is an extension to Pacific Wave. 
 
Ames Exchange:  
 No report 
 
US-India Workshop: Brent Sweeny 
 The US and India held a joint workshop in December that was sponsored by the 
NSF on the US side.  Twenty to twenty five US technical experts, researchers, and 
Federal officials (NIH, NOAA, and NSF) met with 130 Indian representatives.  They 
identified prospects for future work.  A report is being developed that will be posted on 
Jim Williams’ Web site.  A follow-up meeting will be held in Washington DC in March 
2012. 



Workshop URL: 
 internationalnetworking.iu.edu/us-india-workshop 
 
perfSONAR Workshops: Eric Boyd 
DOE and NSF sponsored a June 2010 perfSONAR workshop.  The workshop report was 
posted today on the perfSONAR Web page.  Internet2 has applied for funding to hold a 
2011 perfSONAR workshop to be held in late June if the funding is identified.   

There is a need to identify a long-term vision for the perfSONAR workshop 
series.  The first perfSONAR workshop focused on how we bridge the gap between 
research and operational networks.  Now there is a need to focus on how we make 
perfSONAR viable over the longer-term.  We need to identify a self-funding environment 
for the perfSONAR workshops. 
 
perfSONAR Testbed: Joe Metzger 

The JET participants have not made progress on the perfSONAR demonstration.  
A concept was discussed to demonstrate IPv6 perfSONAR operation during 2011.   
 
AI: Joe Metzger and Paul Love will solicit JETNets input on v6 perfSONAR deployment. 
 
IPv6 Deployment: Richard Jimmerson 

The IPv4 address space has been depleted by IANA.  ARIN IPv4 address space is 
expected to deplete within weeks to months.  In 2010 multiple new policies were 
developed for reallocating IPv6 allocations.  They make it easier for entities to get large 
blocks of address space so the entities do not have to reapply for new address space very 
often.  Policy Order 121 is being finalized.  It enables service providers to receive larger 
allocations of address on nibble boundaries.  It also empowers rounding up and nested 
IPv6 allocations.  Policy 6RD enables broadband providers to receive /24s for temporary 
allocation. 
 
DNSSec: Ron Broersma 

DREN has been deploying DNSSec and has developed a reference and pointer for 
DNSSec.  It provides guidance for DNSSec on: 

1. Fixing you network 
2. Upgrading authoritative DNS servers 
3. Signing your DNSSec zones 
4. Publishing your records 
5. Upgrading recursive servers 

 
Specific observations include: 

- Make sure your networks are DNSSec ready 
- Obtain the DNSSec tools 
- DNSSec responses are delivered in UDP packets of 512 bytes maximum.  

There are tests you can do using “Dig” 
- Identify if you can receive packets > 512 Bytes 
- Identify if you can receive fragmented DNSSec messages 

Field Code Changed



- Firewalls, in practice, can impede DNSSec by not accepting > 512 Byte 
packages and not accepting fragmented DNSSec messages 

- Keys include key signing keys and zone signing keys.  Get them implemented 
 
AI: Ron Broersma will send his DNSSec/DREN briefing to the JET members 
 
Phoebus: Martin Swany 
 Phoebus provides network middleware for high performance networking.  It is an 
Open Source WAN accelerator and serves as an on-ramp for ION and OSCARS.  It 
provides strong authentication at the ends for dynamic networking for allocation and 
implementation across domains with very little loss across the domains.  It is a layer 5 
application.  Phoebus can complete a connection over the commodity network if the 
allocation times-out.  It uses XSP, Extension Session Protocol.  Currently there are 12 
Phoebus gateways.  Phoebus provides windows support and SOX proxy support is in-
development.  With lossy networks Phoebus performance remains high while TCP 
performance lags. 
 Phoebus is developing an implementation for the Juniper multi-service PIC/DPC.  
They are optimizing Myrinet-based forwarding. 
 
DOE IPv6 implementation 
 DOE has an organized taskforce to implement IPv6 transition for DOE sites, DOE 
labs and DOE users.  They are focused on responding to the OMB mandate and the OMB 
2012 deadline.  They have identified that if you achieve compliance in public-facing, you 
have resolved many of the important issues.   
 DOE also has a lower-level effort being addressed by DOE coordinators 
meetings.  They are pushing the deployment of IPv6 services.  Their approach is very 
similar to the OMB mandate.  Most DOE labs have already established IPv6 peering. 
 
AI: The JET will revisit the topic of IPv6 deployment at its April or May meeting. 
 
Meetings of interest: 
March 7-9 2011 CENIC Meeting, Irving, CA 
March 14-15 2011 GEC meeting in Puerto Rico 
April 10-13 2011 ARIN, San Juan, Puerto Rico 
July 10-13 2011 ESCC/Internet2 Techs Workshop, Fairbanks, AK 
July 13-14 2011 ESCC, Fairbanks, AK 
August 22-26 2011  APAN, New Delhi, India 
August 15-18 2011 DREN Networking and Security Conference, Denver, CO 
12-14 October 2011 ARIN, Philadelphia, PA 
12-18 November 2011 SC11, Seattle, WA 
March 2012: US-India workshop on network cooperation 
January-February 2013 Techs in Paradise, Honolulu, HI 
 
Next JET Meetings 
March 15: 11:00-2:00, NSF 
April 19, 11:00-2:00, NSF 


