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Problem Overview

< Rapidly increasing 1/0 needs of scientific applications
£ Increasing performance and scalability
£ 1/O and storage often limiting factor of a n scale

© HEC 1/0 stack lacks flexible application support
& System software and tools extended from sequential counterparts
£ Little optimizations/customizations targeting individual apps
% Little coordination between 1/0 stack layers
< High-level 1/0 libraries
< Parallel 1/0 libraries
< Parallel file systems
<4- Storage/data management systems

< Result: unsatisfactory performance + wasted
resources
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We Propose

< PATIO (Parallel AdapTive 1/0)

© Focus
£ Automatic access pattern recognition
£ Multi-layer caching/prefetching

Application

Scientific data library
(e.g., netCDF, HDF)
Multi-level Access
caching/ pattern
prefetching detection

Parallel 1/0 library
(e.g., MPI-10)

Parallel file system
(e.g., PVFS, Lustre)

Data/Storage management
(e.g., SRM)

Secondary storage hardware

Archiving sites ”
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Methodology

4 Automatic access pattern recognition
£ Mining regular, complex, and correlated patite
% Needs to be adapted for HEC
< Different data granularities at different 1/0O stack layers
< Per-job analysis
4 Good news: long running jobs, repetitive behaviors

< Multi-layer caching/prefetching
£ Memory utilization increasingly crucial
4+ Different 1/0 stack layers have their own strategies
% Problem: varied lower-level access pattern, redundant operations
£ Proposed solution: vertical collaborative caching
< Adaptive selection of algorithms and cache configurations
< Effective inter-layer communication
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Evaluation

Common application
characteristics:

» Use deep 1I/O stack
» Fast growing data needs
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Prior Work: Level 2 Cache Access Characteristics

For commercial workloads [USENIX'0OZ]
(1) Accesses to 2" |evel buffer cache havé fal locality
(2) Accesses are not even distributed amones

1st level Buffer Cache 2nd | evel Buffer Cache
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Prior Work: Multi-level Buffer Caching

< Multi-level buffer cache manage
£ MQ cache replacement algorithm [USE
£ Eviction based cache placement [USENIX"

< Goal: manage the buffer caches collaboratively as if

they are in a unified buffer cache
£ 1.e, equivalent to a global LRU managing all buffer caches

< Results:

2 MQ outperforms all previous replacement algorithm
£ Eviction + MQ gives the best buffer cache hit ratios

FSIO Workshop, 2006 HECURA




Prior Work: Collaborative Buffer Caching

< Empirical evaluation of 248 combinations rative buffer caching
for commercial workloads [SIGMETRICS

% Hierarchy-aware caching is enough, and there Is need for aggressive
collaborative buffer caching

Collaboration

Aggressive-

Collaborative] Content-aware (ACca)

{Client-controlled (ACcc)

Hint-based (ACyg)

Hierarchy- { Eviction-vased (HAR)

aware Base (HAg)

Replacement
Exclusive caching (EX algorithms
Quick eviction of cold blocks (CO)
Semantics directed caching (SE)
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Prior Work: Mining for Access Patterns

< |ldea: using data mining & statistic
iIdeas to automatically extract access [Foam  rc

patterns

patterns from 1/0 traces - ~ /

# Simple patterns: temporal/spatial s - 100
locality, hot blocks, etc

paterns

temporal locality

Loop-sequential Trace (1X10° requests)
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