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Action Items 

 
 Proceedings 
This MAGIC meeting was coordinated by Grant Miller of the NCO.  Carolyn Lauzon of DOE/ASCR gave a 
presentation on developing requirements for DOE/ASCR High End Computing. 
 

 

ASCR High End Computing Requirements Gathering: Carolyn Lauzon, DOE/ ASCR 

DOE/ ASCR is current ly in t he process of  ident ifying requirement s for High End Comput ing.  It  

addresses requirement s for t he ASCR facilit ies: 

- Argonne Leadership Comput ing Facilit y , current ly 10 PF t o be upgraded t o 180 PF 

in 2018-2019. 

- Oak Ridge Leadership Comput ing Facilit y . Current ly 27 PF t o be upgraded t o 150 

PF in 2017-2018 

- Nat ional Energy Research Scient if ic Comput ing (NERSC) , current ly 2.6 PF t o be 

upgraded t o over 30 PF in 2016  

- ESnet  

This st udy is addressing what  HPC syst ems and ecosyst em will best  advance science in 2020 -

2025.  DOE/ ASCR is holding Exascale requirement s reviews for t he DOE/ Off ice of  Science.  A 

Request  For Informat ion (RFI)  is addit ionally solicit ing informat ion f rom t he DOE nat ional labs 

and, led by NIH, f rom NIH, NSF, and DOE for t he broader communit y.  

 The st udy ident if ies key comput at ional science object ives t hat  push exascale and 

describe t he HPC ecosyst em needed t o meet  science goals.  The process communicat es t o 

DOE SC scient ist s t he known charact erist ics of  upcoming comput e syst ems and asks t he 

scient ist s for feedback on t he proposed archit ect ures.  Meet ings wit h t he science 

communit ies have included: 

- June 2015: High Energy Physics for comput e int ensive modeling and simulat ion and 

dat a focused analysis and workf lows 

- November 2015: Basic Energy Sciences: Quant um mat erials, heavy element  

chemist ry, exot ic st at es, emergence, cat alysis, phot osynt hesis, combust ion, 

mat erials and chemical discovery, sof t  mat t er, biochemist ry and ot her areas 
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- January 2016, Fusion Energy Sciences, Turbulence and t ransport , MHD and 

energet ic part icles, RF heat ing, whole device modeling, validat ion and verif icat ion, 

mat erials science, and discovery plasma science 

- April/ March 2016: Biological and Environment al Research: Climat e and biology 

areas 

- June 2016: Nuclear Physics: Ast rophysics, cold QCD, hot  QCD, nuclear st ruct ure, 

dat a/ experiment  

- Sept ember 2016 (pending) : ASCR 

The reviews ident if ied a need for rapid dat a movement  bet ween a comput e faci lit y and 

experiment al facilit y.  Fusion Energy Sciences discussed t he possibilit ies for using comput at ion 

for experiment s.  New use models are developing for HEP and ATLAS event  generat ion.  

Biological and Environment al research is breaking current  models for comput at ion.  There is a 

developing int egrat ion of  dat a int ensive research and experiment s including:  

- Real-t ime remot e access t o resources ssuch as dat abases 

- Real-t ime dat a analysis 

- Machine learning 

- Dat a visualizat ion t ools 

- I/ O bandwidt h challenges 

Increasingly resource issues must  be addressed for libraries, parallel primit ives, met hods for 

managing memory hierarchies, and port abilit y.  New part nerships need t o be developed and a 

capable workforce must  be assured. 

 

 The RFI has elicit ed responses form DOE laborat ories (135 responses) , Academics 

(94) , indust ry (8 ) , and ot hers.  The informat ion f rom t he RFIs ident if ies needs t o support :  

- Cybersecurit y 

- Self  support ed nano-assembly 

- Galaxy format ion and ext reme gravit at ional f ields 

- Opt imizing t he Power Grid 

- Hypeersonic f low for f light  vehicles 

- High resolut ion at mospheric and climat e models 

- N-by-N comparison of  all pat ient s in t he U.S. 

- Epidemic simulat ions 

For t he complet e brief ing please see t he MAGIC Websit e, Sept ember meet ing minut es at :  

ht t ps:/ / www.nit rd.gov/ nit rdgroups/ index.php?t it le=MAGIC_Meet ings_2016  

 

Potential MAGIC Tasking from LSN for FY2017 

MAGIC members discussed potential tasks they would like to focus on for FY17.  -MAGIC.   

These potential tasks include a continuation of the topics addressed last year: 

- Convene the OSG, CERN, OGF… communities to discuss their different 

approaches and what has worked/what has not worked. 

- Identify how commercial resources (e.g., cloud environments) can be 

used/integrated into science environments 

- Bring the NSF funded cloud environments into the MAGIC discussions to represent 

academic community interests 

- University community researchers and providers to identify current capabilities and 

desired future capabilities. 
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- SDN developers to identify how their developing technology might impact virtual 

environments and distributed resources/distributed processing 

 

Additional tasks suggested by the MAGIC members include:   

- Data movement and data management.  Middleware is expediting movement of 

data across collaborating groups and among science disciplines.  An example is 

cooperation among NSF data hubs for moving data to/from supercomputer centers.  

CASC is participating in this effort. 

- Evolving Identity Management (IdM) 

- Improving the reliability of middleware and grid environments.  Software and 

networking are critical components for improving reliability. 
 

Next MAGIC Meeting 
October 5, 2016, 2:00-4:00 Eastern, NSF Room TBD 
 


