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Attendees  
Grant Miller   NCO 

 

 

Action Items 

 

 Proceedings 

This MAGIC meeting was coordinated by Grant Miller of the NCO.  Joe Mambretti provided a 

briefing on Software Defined Networking in support of Big Data applications. 

 

Software Defined Services (SDS) for High Performance Large Scale Science Data 

Streams: Joe Mambretti 

Many of the current large scale science data applications are developing and using SDS, such 

as LIGO, TeraGrid, BIRN, ALMA, and many, many other user applications. The SDS services 

provide: 

- Networks that take advantage of IT architecture and Technology 

- Extremely large capacity (multi Tbps streams) 

- High degrees of communication services customization 

- Highly programmable networks 

- Network facilities as enabling platforms for all types of services 

- Network visualization 

- Highly distributed processes 

- Real-time network performance analysis 

 

The SDS support a complex range of policy processes, state machines, orchestrators, state data 

bases, performance measurement and real-time analytic applications, security,  and interfaces 

(Eastbound, Westbound, Northbound, Southbound). 

 Important platforms for SDS include Opendaylight (Baryllium) and GENI.(an NSF 

funded virtual laboratory for exploring future internets at scale).  GENI is dynamic and 

adaptable and provides guidance to instruments used by other science disciplines (astronomy, 

HEP).  In the future, the cyberinfrastructure will be highly distributed supporting multiple 

empiricle research testbeds at scale including next generation GENI,, Edge clouds, IOT, US 

Ignite, Platform for Advanced Wireless Research (PAWR) and many others.  This 

infrastructure is currently being planned and designed by researchers for researchers. 

 The InstaGENI network has of the order of 50 sites covering all areas of the US.  The 

ExoGENI testbed provides 40G and 100G services internationally.  The international GENI 

Initiative will provide major new international infrastructure.  It will be globally distributed 

supporting research for next-generation networks communications and services.  It will be 

integrated with existing GENI resources.   

 The Global Lambda Integrated Facility (GLIF) is a global programmable resource 

providing AutoGOLE resources for programmable network architectures internationally. 
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 ESnet is building a dedicated 100G SDN testbed 

 PetaTrans provides services for Petascale science data transfers. 

 SC16 demonstrations included 43 sets of 100G and SDN/SDI demonstrations including 

2.2 Tbps networking to the StarLight booth and demonstrating 1 Tbps networking transfers.  

Other SC16 demonstrations included: 

- 85 Gbps over a 100G link (a record) 

- Real-time performance monitoring on 100Gbps networks 

- Bio-informatics Grid distributed performance 

- International SDN/SDX networking (Korea, Singapore, Korea, Japan, Brazil) 

Chameleon is an experimental tested for cloud research.  It uses OpenStack Network API for 

network control.   

Neutron provides APIs (via dashboard Web-based GUI) interfaces to devices (routers, 

switches, virtual routers, virtual switches, SDN controllers) and policy-based control software 

components..  It enables networks to be created and managed within IaaS platforms for L2 and 

L3.  

 

For the complete briefing please see the MAGIC Website at:  

https://www.nitrd.gov/nitrdgroups/index.php?title=Middleware_And_Grid_Interagency_Coord

ination_(MAGIC)#title under February 2017 meetings. 

 

NCO Report 

The NCO is organizing a new group on the National Broadband Research Agenda to address 

research needs and research coordination on Broadband wireless networking supporting access 

and services to communities and hard to reach constituencies (rural areas, Indian reservations, 

prison populations,…).  It is likely to start in March 2017.  If you would like to participate, 

please contact Grant Miller at: miller@nitrd.gov. 

 

Meetings 
FuturePlatform workshop. The objective of the workshop is to prepare a roadmap charting out 
research challenges that need to be overcome to build a future platform for science. 
The workshop will be held on April 4 –5, 2017 at  t he Hyat t  Regency Cryst al Cit y 

 

Next MAGIC Meeting 

March 1, 12:00-2:00 Eastern, NSF, Room TBD 

 

Please note that the regular time for the MAGIC meetings has permanently been 

changed to 12;00-2:00 Eastern. 
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