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Large Scale Science Ecosystems
• Science Domains Create Cyberinfrastructure Ecosystems, Some 

Distributed World Wide, Some Devoted To Domains, Some Shared 

Among Domains

• GRP Provides Opportunities For Information Sharing: 

Cyberinfrastructure Architecture, Implementation, Technologies 

and Operations Among Projects (Especially Useful For Cross 

Disciplinary Research)

• Projection/Definition of Future, Specialized Requirements, 

Architecture, Services, Techniques, Technologies, Processes 

Described In Cyberinfrastructure “Blueprints”

• Cambrian Explosion Of Requirements and Innovations

• Techniques and Technologies Emerge from Multiple Sources 

(Academic, Commercial, Government Labs, Utilitarian Imperatives, e.g., 

Commercial Clouds)

• Macro-Trend: “Software Eating The World” - Software Defined 

Everything

• Multiple Software Building Blocks For Data-Intensive Science 

(Modules/Components) Are Emerging



Global Collaborative Research 

Communities

• Science Is Global

• Open Information Sharing, A Cornerstone of The Science Process

• Concepts, Experiments, Instruments, Methods, Techniques, Data, 

Technologies And Results Are Openly Communicated and Shared 

Among Collaborative Science Communities World-Wide

• The Global Research Platform Is An International Collaborative 

Partnership Creating A Distributed Environment for International 

Data Intensive Science

• The GRP Facilitates High Performance Data Gathering, Analytics, 

Transport (100 Gbps-Tbps E2E), Computing, And Storage

• www.theglobalresearchplatform.net





Instruments: Exebytes Of Data

KSTAR Korea Superconducting Tokamak

High Luminosity LHC

Bioinformatics/Genomics

SKA Australia Telescope Facility Vera Rubin Observatory

Next Gen Advanced Photon Source



A Next Generation, Software Defined, 

Globally Distributed, Multi-Domain 

Computational Science Environment

The GRP: A Platform For Global Science





Annual Global Research Platform Workshop – Co-Located With

IEEE International Conference On eScience  Oct 9-10 







Non-LHC Scientific Communities Using 

LHCONE

• Belle II Experiment, Particle Physics Experiment Designed To 

Study Properties od B Mesons (Heavy Particles Containing a 

Bottom Quark)

• Pierre Auger Observatory, Studying Ultra-High Energy Cosmic 

Rays, the Most energetic and Rarest Particles in The Universe

• LIGO and Virgo (In August 2027 This Collaboration Measured a 

Gravatational Wave Originating From a Binary Neutron Star Merger.

• NOvA Experiment: Designed To Answer Fundamental Questions In 

Neutrino Physics

• XEON Dark Matter Project: Global Collaboration Investigating 

Fundamental Properties of Dark Matter, Largest Component of the 

Universe 

• DUNE/ProtoDUNE – Deep Underground Nutrino Experiment







Global Scale Science Highlighted At Prior GRP 

Workshops

• The Square Kilometer Array: Data Transport, Processing, Archiving and 

Access, Shaun Amy, Australia Telescope National Facility 

• Large Synoptic Survey Telescope Distributed Computing and Networks, 

Jeff Kantor, LSST

• Korean Fusion Program: KSTAR, ITER and K-DEMO and International 

Collaborators, Si-Woo Yoon, National Fusion Research Institute

• Square Kilometer Array (SKA), Richard Hughes-Jones, GÉANT

• Vera C. Rubin Observatory, Large Synoptic Survey Telescope (LSST), Nate 

Lust, LSST/Rubin Observatory

• Belle II, Super B-Factory Experiment, Silvio Pardi, National Institute for 

Nuclear Physics, (INFN)

• Deep Underground Neutrino Experiment (DUNE) – Kenneth Herner, Fermi 

National, Accelerator Laboratory

• Distributed Computing Operations For HL-LHC With Operational

• Intelligence, Federica Legger, National Institute of Nuclear Physics (INFN)

• Next-Generation Cyberinfrastructures for LHC, High-Luminosity LHC and 

Data Intensive Sciences, Harvey Newman, Caltech

• KAUST Genomics Cloud, Alex Moura, KAUST



Next Generation Research Platforms

• Large Scale Highly Distributed Science DMZs

• Super Facilities

• National Research Platforms

• Continental Research Platforms

• Global Research Platforms



GRP Themes

• Research Platforms

• Orchestration Among Multiple Domains

• Large-Scale High Capacity Data WAN Transport 

(Highlighted At SC23: 400 Gbps, 800 Gbps, 1.2 

Tbps WAN Services For Data Intensive Science)

• High-Fidelity Data Flow Monitoring, 

Visualization, Analytics, Diagnostic Algorithms, 

Event Correlation AI/ML/DL 

• International Testbeds for Data-Intensive 

Science



AutoGOLE Open R&E Exchanges



Source : Tom Lehman





Internet2 Backbone Topology
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(110+

Currently: 20+ 400 Gbps Paths Prototyping 800 Gbps Tbps





International Federated Testbeds As Instruments 

for Computer Science/Network Science

• The StarLight Communications Exchange Facility 

Supports ~ 25 Network Research Testbeds (Instruments 

For Computer Science/Networking Research)

• StarLight Supports Two Software Defined Exchanges 

(SDXs), An NSF IRNC SDX & A Network Research GENI 

SDX (Global Environment for Network Innovations)

• The GENI SDX Supports National and International 

Federated Testbeds



StarLight Software Defined Exchange

Source: Jim Chen



SCinet National WAN Testbed

• As In Previous Years, iCAIR Supports SCinet In

Designing and Implementing a National WAN Testbed

• A Key Focus Is 400, 800, and 1.2 Tbps Path Services 

and Interconnections, Including Direct Connections To 

Edge Nodes, Primarily High Performance DTNs

• The SC23 National WAN Testbed Is Being Designed and 

Implemented To Support Demonstrations and 

Experiments Of Innovations Related To Data Intensive 

Science



Planned SC23 SCinet WAN Source Tom Lehman







StarLight 

SC23 Booth

1281



SC23 SCinet WAN Testbed@StarLight



Example SC23 SCinet Network Research Exhibitions

• Global Research Platform (GRP)

• SDX 1.2 Tbps WAN Services

• SDX E2E 400 Gbps 800 Gbps WAN Services

• 400 Gbps DTNs & Smart NICs

• Network Optimized Transport for Experimental Data (NOTED) – With AI/ML Driven WAN Network 

Orchestration

• Orchestration With Packet Marking (SciTags)

• ESnet High Touch Network Measurements

• NA REX Continental Backbone For Data Intensive Science

• SDX International Testbed Integration

• StarLight SDX for Petascale Science

• DTN-as-a-Service For Data Intensive Science With Scitags

• P4 Integration With Kubernetes, P4 Global Lab

• High Perf Network Entropy Platform Using P4

• NASA Goddard Space Flight Center HP WAN Transport Services (400 G Dsk-Dsk)

• Resilient Distributed Processing & Rapid Data Transfer

• AutoGOLE/SENSE E2E Orchestration Net Services And Workflow Integration

• Open Science Grid Demonstrations

• N-DISE Named Data Networking for Data Intensive Science

• Chameleon FABRIC/FAB Integration

• SciStream Multi Site Data Streaming Orchestration

• Distributed Piplines Over WANs For For On-Line Data Analysis

• DTNs for Research Enhanced Environments (ONION-RED ONION)



Network Optimized Transport for Experimental Data (NOTED) –

AI/ML Driven WAN Network Orchestration



Resilient Disributed Processing & Rapid Data Transfer



















High touch



GRP DTNaaS For Petascale Science



DTN-as-a-Service – Demonstrated At SC23



ESnet Gamma Ray Energy Tracking Array (GRETA)
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International P4 Testbed Showcase at SC23



RARE

KREONET

P4 SwitchA

B

DTNStarLight

Integration With GEANT P4 Testbed



Named Data Networking (NDN) 

for Data Intensive Science Experiments (N-DISE) 

Source Edmund Yeh

SC22









SC22 SCinet Data Tsunami

Near 5 Tbps



SC23 SCinet Data Tsunami

Thursday Nov 14, 2023 ~ 6 Tbps













Complexity Of Challenges Requires Consortia

• On October 23, 2023, the White House and the US Department of Commerce’s 

Economic Development Administration (EDA) Named the Chicago Region an official 

US Regional and Innovation Technology Hub for quantum technologies, a 

designation that opens the door to new federal funding and recognizes the growing 

strength of an ecosystem poised to become the heart of the nation’s quantum 

economy. The hub is a coalition of industry, academic, government, and nonprofit 

stakeholders led by the Chicago Quantum Exchange. 

• Northwestern University Established INQUIRE (Initiative at Northwestern for 

Quantum Information Research and Engineering), For Quantum Science Research

• This Initiative Participates in the Chicago Quantum Exchange and The Illinois 

Express Quantum Network, which includes the U.S. Department of Energy’s 

Argonne National Laboratory, Fermi National Accelerator Laboratory, Multiple 

Research Universities, and Several Corporations. 

• These National Laboratories, Northwestern University, Including the International 

Center for Advanced Internet Research (iCAIR), the StarLight International/National 

Communications Exchange Facility Consortium, the Metropolitan Research and 

Education Network (MREN), the Illinois Quantum Information Science and 

Technology Center (IQUIST) at the University of Illinois at Urbana-Champaign, And 

Other Research Partners, Including Internationally, Are Collaborating On This 

initiative.



Emerging Chicago Quantum Exchange Testbed



Energing IEQnet Testbed Topology

Illinois Express Quantum Network





Demo Lead Partner - NuCrypt (1) - Distribution of 
Quantum Entanglement Through Fiber With Co-

Propagating Classical Data

(1) Spin Off From Northwestern University’s 

Center for Photonic Communications and Computing, Which Was Also 

A Partner for the OFC 2023 Demonstrations (Prem Kumar, Director)





Unique switch

.3 dB loss 



Co-Propagation

And 400 Gbps WAN

Demonstrations

OFCnet Booth

March 2023



www.startap.net/starlight

Thanks to the NSF, DOE, NASA, 

NIH, DARPA

Universities, National Labs, 

International & Industrial 

Partners,

and Other Supporters



 

 

"Any opinions, findings, conclusions or recommendations 

expressed in this material are those of the author(s) and do not 

necessarily reflect the views of the Networking and Information 

Technology Research and Development Program." 

 

 

The Networking and Information Technology Research and Development 

(NITRD) Program 

Mailing Address: NCO/NITRD, 2415 Eisenhower Avenue, Alexandria, VA 22314 

 Physical Address: 490 L'Enfant Plaza SW, Suite 8001, Washington, DC 20024, USA Tel: 202-459-9674, 

Fax: 202-459-9673, Email: nco@nitrd.gov, Website: https://www.nitrd.gov 
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