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COMPUTING ACROSS SCIENTIFIC DOMAINS
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TEN YEARS OF NVIDIA IN HEALTHCARE

Breaks accuracy records on
Ejection Fraction

IDSIA: DL Detecting Mitosis
in Breast Cancer
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USHERING A NEW-ISH ERA

- Jaguar XTS5
b | Jaguar XT4 *6 core upgrade
' . Jaguar XT3 *Quad core upgrade 2008
Phoenlx_ X1 .Dual core upgrade
*Doubled size 2007
-X1e 2005

2004



Al IS SPEEDING
THE PATH TO
FUSION ENER

Fusion is the future of energy on Earth
highly sensitive process where even s
environmental disruptions can stall rea
damage multi-billion machines. Curre
can predict the disruptions with 85% ace
but ITER will need something more pre€i

-

Researchers at Princeton University have
developed the Fusion Recurrent Neural I§etw
(FRNN) using deep learning and NVIDIA' G Jh-
CUDA to predict disruptions and make
adjustments to minimize damage and
downtime. Even a 1% improvement in
prediction accuracy can be transforma
considering the immense scale and cos
science. FRNN has achieved 90% accuracya
on the path to achieving its goal of 95%¢ :‘i
for ITER’s tests.

Oak Ridge Leadership Computing Facility



GPU ACCELERATED LIBRARIES

“Drop-in” Acceleration for Your Applications

DEEP LEARNING SIGNAL, IMAGE & VIDEO

TensorRT DeepStream SDIJ

LINEAR ALGEBRA PARALLEL ALGORITHMS
p—————— -j? { Thrist,

NCCL

A1
| cuBLAS gﬂ

ks CUDA™™ {\”VGRAPH,
CUSPARSE. Math library




LESSON: PERFORMANCE DOESN’T MATTER**

Hypothesis: Performance is not the primary** concern of a domain scientist

Correctness Scientific Performance
Output

(Maybe)
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“The next generation of
supercomputers will most likely
be similar to the last generation
| of supercomputers built in the

% early to mid-90s...but

con

Y& significantly faster.”
N — Vincent Scarafino, Ford
™ |\ Totor Co

the
Simulator for climate

best machines? Advanced su-

TECHNOLOGY

ment over the last vector supercomput-
er we made here in the mid-1990s, the
Cray T-90. Japanese auto companies are
formidable competitors. We don't need
to hand them yet another advantage.

What should the federal government do to
boost U.S. supercomputing technology?
Fund high-end processor design and
supporting system components. The
goal would be ultrafast processors with
memory and I/O systems well matched
to the computational speeds.

The government used to do just that, spon-
soring development of high-end supercom-
puter architectures like the Cray vector
machines. But now it seems to favor huge
clusters of commodity microprocessors. Yes,
in the mid-1990s they said that micro-
processors were getting faster and
faster, and we just need to put a whole
bunch of them together and we've got a
supercomputer. Well, it doesn't work
quite that way. Microprocessors are
fast at computing, but in order to run
real difficult problems, they have to
have real fast access to memory and be
able to do I/O quickly. And memory
subsystems are extremely expensive.

If you look at the very large ma-
chines made up of off-the-shelf compo-
nents, they get about 5% of their theo-
retical peak performance. But if you
look at the Earth Simulator, you see
numbers from the high 30s to mid-50s.

Are there some applications for
which the commodity-based clus-
ters of microprocessors are a good
approach? They provide ex-
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to actually compute what kind of dam-
age is done to human organs — the
brain or liver, for example. Today's
analyses with test dummies are very
crude. They find at a gross level
whether that kind of crash is surviv-
able. But [occupant injury analysis)
takes much more computing power
than is available now.

What else would you like to be able to do?
Try to understand how exotic materi-
als would work, well enough to under-
stand if they'd work in vehicles. These
composite materials are very strong,
but understanding how they would re-
act in a failure mode is a difficult prob-
lem to solve with today’s computers.

What will the next generation of supercom-
puters look like? The next generation of
supercomputers will most likely be
similar to the last generation of super-
computers built in the early to mid-
1990s. But they will be significantly
faster and able to execute difficult al-
gorithms at speeds much closer to the-
oretical peak rates than commodity-
based machines are able to do.

Will there be any breakthroughs in software
over the next five years? There has been
significant progress in the area of par-
allel processing during the last eight
years. I would expect continued evolu-
tion. I am not aware of any specific ar-
eas that seem ripe for breakthroughs,
but these things are difficult to predict.
Software cannot substitute for raw
processing speed.



Change is hard
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Thinking Machines thinks big

Speed enters new dimension with massively parallel supercomputer

BY MICHAEL ALEXANDER
CW STAFF

CAMBRIDGE, Mass. — Think-
ing Machines Corp. introduced a
radically new massively parallel
processmg supercomputer last
wealr wr

ith 2 nasl narfarmanca

The building block of Think-
ing Machines’ CM-5 Connection
Machine supercomputer is Sun’s
reduced instruction set comput-
ing (RISC) chip-based Scalable
Processor Architecture (Sparc)
microprocessor. “‘We used a

Qravrn nraracenr hananca it

hindered the acceptance of mas-
sively parallel processing ma-
chines in the business world, Hil-
lis claimed.

The parallel processing indus-
try has been divided into two
camps on the issue of whether all

nvnnaconve chauld wmiin tha cama

3§ "The firm also announced that it has inked a
pact with IBM and Sun Microsystems to develop , .. ... e o

"° ¢ a programming standard that will allow the

& same application written in Fortran to run

q unmodified on workstations, mainframes and

. Supercomputers. The joint effort to develop

o common software standard helped clinch the

w wsale...The firm had seriously considered Intel

i Corp until learning of the pact™—
Senior VP Amex

Steve Cone,

Cerebral systems

Thinking Machines remains the market leader in the massively parallel
systems business despite inroads made by Intel

1991 projected percent of market share by revenue
Total:$261M

BEN Advanced
Computers, Inc. - 2% ——

Other-8% ——
NCube ——
Corp. 6% ———

MaparCompula

Corp. - 8% o=y
Meiko Scientific
Corp.-11% —— —

e: International Data Corp.

t of direct marketing at
erican Express Travel Relat-
Services Co. The company
“seriously considered” an
| Corp. parallel processing
‘hine until learning of the
t, Cone said.

wking together

»'re pleased IBM and Think-
Machines are working to-
1er because that will allow us
move applications from our
{ mainframes to the Connec-
Machines,” Cone said.

= Intel Corp. - 31%

Thinking
Machines Corp. - 34%

CW Chart: Tom Monahan

The CM-5 computers will be
used to enhance customer ser-
vice by speeding the collection of
billing data for card members
and merchants, Cone added. He
declined to elaborate further.

The largest machine on order
is a 1,024-node CM-5 that is be-
ing built at a cost of $25 million
for the Los Alamos National Lab-
oratory in Los Alamos, N.M. Of-
ficials at Schlumberger Ltd. as
well as eight federal goverment
and university research centers
also announced plans to acquire
the new machines.



HACKATHONS

%OAK RIDGE | £5tesie

National Laboratory | COMPUTING FACILITY






GPU ACCELERATED LIBRARIES

“Drop-in” Acceleration for Your Applications

DEEP LEARNING SIGNAL, IMAGE & VIDEO
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DEEP LEARNING IN DRUG DEVELOPMENT
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PATH OF FUTURE ARCHITECTURES SHOWS INCREASING PARALLELISM

*Hierarchical parallelism
«Hierarchical data spaces

Titan XK7 Summit 2022
Jaguar XT5 16 cores *Hybrid Accelerated
*6 core upgrade *GPU upgrade 2017
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COLLABORATION IS KEY



CUDA TOOLKIT 10.0

TURING AND NEW SYSTEMS CUDA PLATFORM
New GPU Architecture, Tensor Cores, NVSwitch Fabric

CUDA Graphs, Vulkan & DX12 Interop, Warp Matrix

LIBRARIES DEVELOPER TOOLS
GPU-accelerated hybrid JPEG decoding,

Symmetric Eigenvalue Solvers, FFT Scaling

- Scientific Computing

New Nsight Products - Nsight Systems and Nsight Compute
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CREATE PLAYGROUNDS

Try many ideas and APIs;
avoid making costly

“singular roadmap”
decisions




"Any opinions, findings, conclusions or recommendations
expressed in this material are those of the author(s) and do not
necessarily reflect the views of the Networking and Information

Technology Research and Development Program.”

The Networking and Information Technology Research and Development
(NITRD) Program

Mailing Address: NCO/NITRD, 2415 Eisenhower Avenue, Alexandria, VA 22314

Physical Address: 490 L'Enfant Plaza SW, Suite 8001, Washington, DC 20024, USA Tel: 202-459-9674,
Fax: 202-459-9673, Email: nco@nitrd.gov, Website: https://www.nitrd.gov
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