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Goal and Scope
This workshop intends to bring 
together domain scientists, network 
and systems researchers, and 
infrastructure providers, to 
understand the challenges and  
requirements of “huge-data” 
sciences and engineering research 
needs and explore new paradigms to 
address the problems associated 
with processing, storing, and 
transferring huge data.

• huge data applications, requirements and challenges

• designing and working with devices for huge data generation

• storage systems for huge data

• software systems and network protocols for huge data

• in-network computing/storage for huge data

• software-defined networking and infrastructure for huge data

• infrastructure support for huge data

• debugging and troubleshooting of huge data infrastructure

• AI/ML technologies for huge data

• measuring the huge data transfer and computation

• scientific workflow of huge data

• access to (portions of) huge data sets

• protecting/securing (portions of) huge data sets
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Organizing Team
• Organizers

– Kuang-Ching (KC) Wang, Clemson University

– Ron Hutchins, University of Virginia

– Jim Griffioen, University of Kentucky

– Zongming Fei, University of Kentucky

• Sponsored by NSF CNS #1747856

– PD: Deep Medhi

• Everything that works today are thanks to
– Bryttany Todd, RENCI
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NSF Welcome
• Dr. Deep Medhi

CNS Program Director
• Dr. Erwin Gianchandani

CISE Deputy Assistant Director
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Large Scale Networking (LSN) Workshop on Huge Data: A Computing, Networking and Distributed 
Systems Perspective 
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Large Scale Networking (LSN) Workshop on Huge Data: 
A Computing, Networking and Dis tributed Systems Pers pective 

Sponsored by the National Science Foundation (NSF) 

C h icago , IL, Aprll 13 - 14, 2020 

We have decided to change the workshop to a virtual meeting via zoom. 
Onllne workshop program Is now available. Please register for the online workshop by following the Registration link above. 

co~ocated with FABRIC Communltv...Yl..l1Ml.n.g~J2 

There is an ever- increasing demand in science and engineering, and arguably all a reas of research. on the creation. analysis. archival and sharing of 
extremely large data sets - often referred to as "huge data" . For example, the black.hole image comes from 5 p etabytes of data collected by the Event 
Horizon Telescope over a period of 7 days. Scientific in struments such a s confocal and mu1tiphoton microscopes generate huge images in the order of 10 
GB per im age and the total size can grow quickly when the number of im ages generated in Cl'Sases. The Large Hadron Collider generates 2000 petabytes 
of data over a typical 12 hour run. These data sets reside at the high end of the "big data• spectrum and can include data sets that are contlnuousty growing 
without bounds. They are often collected from distributed devices (e .g ., sensors), potenUally processed on-site or at distributed clouds, and can be 
Intentionally placed/duplicated In di stributed si tes for rellab111ty, scalability and/or availabil ity reasons. Data creation resulting from measurement, generation , 
and transfom,atlon over distributed locatlons Is s tress ing the contemporary computing paradigm. Effic ient processing , persistent avallab111ty and tlme ly 
de livery (especlally over wide-area) of huge data have become critlcally Important to the su ccess of sclentlfic re search . 

Whlle distributed systems and networking researeh has we11 explored the fundamental Challenges and solutlon space for a broad spectrum of d istributed 
computlng models operating on la rge da ta s e ts , the sheer size o f the data In question today has well surpassed that a ssumed in prior research. To-date , the 
majority of computing systems and applications operate based on clear delineation of data movement and data computing. Data is moved from one or more 
data stores to a compu ting sys tem, and then it Is computed "locally" on that system. This paradigm consumes significant storage capacity at each 
comp utin s stem to hold the transferred data and data enerated b the com utation as well as si nificant time for data transfer before and after the 
ne tworks, with high performance data transfer function s more c lose ly Integrated In software (e .g ., operating systems) and hardware Infrastructure than have 
been so far. Such a new paradigm has the potential to avoid bottlenecks for scientific discoveries and engineering Innovations through much faster, 
effic ient, and scalable computation across a globally distributed, highly Interconnected and vast collection of data and computa tion Infrastructu re. 

This workshop in tends to bring together domain scientists. network and systems researchers. and infrastructure providers. to understand the Challenges 
and requirements of "huge-data· sciences and engineering research needs and explore new paradigms to address the problems associated with 
processing, s toring. and transferring h u ge data . Topics of interest include, but are not limited to: 

• huge data applications , requirements and cha llenges 
• challenges of designin g and working with devices for huge data generation 
• storage systems for huge data 
• software systems and network protocols for huge data 
• In-network computing/storage for huge data 
• softwa re -defined networking and Infrastructure for huge data 
• Infrastructure support for huge data 
• debugging and troubleshooting of huge data Inf rastructure 
• AIIML technok,gles for huge data 
• measuring the huge data transfer end computation 
• scientific WOf"kflow of huge data 
• access to (portions of) huge data sets 
• protecting/securing (portions of) huge data sets 

Submission of White Pa p ers 

Individuals Interested In a ttending should submit a 1-2 page white paper that addresses a problem related to huge data transfer and processing . White 
p apers should be submitted as PDF a ttachments by email to b.l.igedata@netlab uky.e:d_u_ no later 1han February 15, 2020. 

Regis t ration and Travel Gra nt 

A limited number of travel grants are available for authors of accepted white papers to support attendance at the workshop. Regis tration and travel grant 
application Information can be found by following "ReglstrationfTravel Grant· tab on the top of this page. The deadline Is M a rch 1, 2020. 

Important D a tes 

Deadllne for submis sion of White papers: February 15, 2020 
Acceptance notificat ion : February 25, 2020 
Registration and travel grants appllcatlon: M arch 1 , 2020 
Nolif1Cation of travel grant approval : 
Workshop dates 

Or-ganlzlng Committee 

Kuang-Ching Wang , C lemson U n iversity 
James Griffioen , Un iversity of Kentucky 
Ronald Hutchins. University o f Virginia 
Zongming Fei , University of Kentucky 

March 7 , 2020 
April 13- 14 , 2020 
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Keynote

• Craig Partridge, Colorado State U., Internet Hall of Fame

“Are Our Networks Trashing Our Files?”

• Huge data + Fast network + Fast wireless + Big storage = ?
• Packet size exceeds CRC-32 error detection capability

• Middleboxes known to rewrite checksum for corrupted data

• Link level error rates increase as wireless gets faster

• !! Lots of huge data with errors in distributed storage goes undetected 
and is driving our sciences !!

NITRD 
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Lightening Talks
https://docs.google.com/spreadsheets/d/1dpEWz4SE8AMJF9jiQTH5yIJ5dWR

4IepGY9JN7B37WDs/edit?usp=sharing

• Day 1

– Data generation (6 talks)

– Data Storage (5 talks)

• Day 2

– Data movement (14 talks)

– Data processing & security (14 talks)

https://docs.google.com/spreadsheets/d/1dpEWz4SE8AMJF9jiQTH5yIJ5dWR4IepGY9JN7B37WDs/edit?usp=sharing
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• Huge data problems span: data generation, movement, storage, computing

• Huge data is often due to continuous generation, too big, and often not 
meaningful to store forever

• Huge data problems tend to be domain-specific

– Brian imaging, Astronomy, Pathology, Radiology, Genomics, Connected & automated 
vehicles, IoT, High energy physics, Antenna, …

– Exabytes per year, continued growth, distributed globally

• Systems research is key – architecture, integration 

• Huge data is breaking current infrastructure – errors!

• Need new infrastructure addressing huge data centric challenges
– Scale, error tolerance, new methods, application-centric, plan ahead
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Breakouts

• Breakout 1 – New Areas of Research

• Breakout 2 – New Types of Data

• Breakout 3 – Cross-disciplinary Collaboration

• Breakout 4 – Critical infrastructure
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“Key Issues” Discussion on Day 1
• 67 participants

• Key issues brought up
– Errors in data transport protocols (e.g., TCP, QUIC, …)

• Silent corruptions, rotten bits ended up in data stores (see keynote)

• Need stronger error checking mechanisms to detect silent corruptions

– How to navigate huge data without downloading the whole
• Need new methods – access, compute

• Commercial cloud data cost models not scalable – data ingress/egress fees

– For huge data that is real-time/near-real-time
• Use it or lose it

• Streaming data computation, ”peek”/search

– Data lakes for universities
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“Key Issues” Discussion, Contd.

• Key issues, continued:

– Revisit networking solutions – expose underlying resources, e.g., network 
buffers, programmability based on traffic

– Security vs. storing sensitive data in shared data repository, e.g., PHI

– Ongoing efforts on data transfer tools and training - PRP, NSRC, Globus, …

– This is a systems problem – Need to integrate disparate solutions and optimize

– What is the right data-centric architecture? E.g., NDN is focusing on data policy, 
caching, working on transporting LHC data

– Distributed storage – federated access is easy.  Performance hit!  Use SSD!

– Middleboxes, CDNs, Firewalls

– Not all users are using the best (data transfer, parallel computing) tools!
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“Key Observations” Discussion on Day 2

• 62 participants
• Key observations:

– Huge data challenges are multi-facet
• Large size, static and streaming data, across multi-domains
• Altogether breaks the current paradigm

– Huge data problems tend to be application specific
• Not just needing more infrastructure, but overwhelming today’s technologies
• Increasing need of edge computing
• Increasing multi-use for research and production, e.g., city/campus data
• Real-time, use it or lose it data – much of the huge data is useless after some period of time

– Data Challenges
• Provenance, metadata, naming, FAIR principles
• Closer integration of networking and processing
• Data generation is not a separate problem, dep. on application, network, processing, storage
• Lossy compression
• Data quality, lifecycle
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“Key Observations” Discussion, Contd.

• Key observations, continued:
– Big takeaways

• Huge data challenges are seen across sciences

• It is about a conscious choice of content, tradeoff data volume vs. computation –
we don’t need all the data

• Huge data breaks paradigms – need new systems to fix where things are broken

• Even light processing data at the edge and/or in the network is valuable

• Integration of science, applications, and infrastructure is more important than ever

• The network must be data aware – capable of processing, storing, delivering data

• Today’s cloud model is not sustainable for huge data paradigm – computing is 
cheap, storage is expensive, networking is even more expensive. 
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