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Genesis

Big Idea 
Mid-scale Research Infrastructure 

MRI MREFC 

• Many important potential 
experiments and facilities fall 
between the $1 OOK to $4M 1 Major 
Research Instrumentation (MRI) 
program and the > $?OM Major 
Research Equipment and Facilities 
Construction (MREFC) account. 

• This gap results in missed 
opportunities that may leave 
essential science undone. 

• NSF needs a new agile process for 
funding experimental research 
capabilities in the mid-scale range. 
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Why FABRIC?

• The mantra of the last 20 years – ‘Internet is showing its age.’
• Applications designed around discrete points in the solution space
• Inability to program the core of the network

• What changed? 
• Cheap compute/storage that can be put directly in the network
• Multiple established methods of programmability (OpenFlow, P4, eBPF, DPDK, BGP flowspec)
• Advances in Machine Learning/AI
• Emergence of 5G, IoT, various flavors of cloud technologies

• Opportunity for the community to push the boundaries of distributed, stateful, 
‘everywhere’ programmable infrastructure

• More control or dataplane state, or some combination? Multiple architectures (co)exist in 
this space. 

• Network as a big-data instrument? Autonomous network control? 
• New protocols and applications that program the network? 
• Security as an integral component
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FABRIC: Broad research infrastructure

• FABRIC Enables New Internet and Science Applications
- Stateful network architectures, distributed applications that directly program the network

• FABRIC Advances Cybersecurity
- At-scale realistic research facilitated by peering with production networks

• FABRIC Integrates HPC, Wireless, and IoT
- A diverse environment connecting PAWR testbeds, NSF Clouds, HPC centers and instruments

• FABRIC Integrates Machine Learning & Artificial Intelligence
- Support for in-network GPU-accelerated data analysis and control

• FABRIC helps train the next generation of computer science researchers



FABRIC Core



FABRIC Edge
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FABRIC Node Concept

https://www.draw.io/?page-id=gsGoEoQiuw9bhwHnK8Hv&scale=auto#G1q0IQOeeGupAepF0nhlNOGdNGNYYJma2-


FABRIC Node (‘hank’) Design: Network + Storage 
+ Compute
- We refer to it also as a ‘disaggregated router’
- Network cards with high speed interfaces (25G, 40G, 100G. 200G+ in future)

- Programmable interface cards (hardware OVS offload + DPDK)
- Reconfigurable interface cards (FPGA and P4/network processors)

- High-performance servers equipped with
- GPUs 
- FPGA compute accelerators
- NVMe drives
- Storage: User-provisionable short term & shared high volume. Not meant to be 

persistent. 
- All ports interconnected by a 100G+ switch programmable through testbed control 

software
- Acts as a ‘patch panel’ connecting various ports in the node together

- Users can fully interact with network, compute, storage
- Nodes are “sliceable” for experimenters to use simultaneously



Potential use-case scenarios
Examples of potential uses:

- ‘Bump-in-wire’ measurements and 

packet sampling at high bit rates (25, 

40, 100, 100+ Gbps)

- Hardware-accelerated switching using 

Smart NICs, FPGA NICs or P4 

switches in individual nodes

- Hosting in-network applications and 

stateful architectures using a 

combination of storage and compute 

resources in individual nodes

- In-network inference, other types of 

accelerated computing via FPGAs and 

GPUs

- Connect experiments to external 

facilities like IoT, 5G, cloud testbeds, 

public clouds and HPC resources.

- Deploy non-IP protocols on top of 

wide-area L2 topologies, that may 

include in-network processing and 

storage

https://www.draw.io/?page-id=Yc_b280laVupo7g3Y3ul&scale=auto#G1q0IQOeeGupAepF0nhlNOGdNGNYYJma2-


FABRIC Network Services

- Network services link different elements of requested topologies 
together and to the outside world

- Examples of FABRIC network services for experimenter topologies:
- Layer 2 on-demand with bandwidth provisioning or best-effort

- Layer 2 on-demand services require experimenter to build their own Layer 3 services, 
possibly from an existing experiment profile

- Layer 3 (IPv6) best-effort 
- Layer 3 peering between experiment topology and an existing production 

network (e.g. campus)
- Layer 2 peering between experiment topology and a cloud provider (Google, 

AWS or Azure, via Internet2 CloudConnect)
- VPN from FABRIC node to experimenter desktop or a campus resource



FABRIC Enables Measurement

- Measurement Framework is designed to be Adaptable/Programmable, 
Scalable, Extensible, and Shareable:
- Is used to collect, store, and publish measurement data from users and the 

system
- Supports a common/shared message bus infrastructure based on pub/sub 

technology
- Supports efficient filtering, searching, and (limited) processing of measurement 

data
- Interfaces with multiple UIs and alert systems

- Fine-grained Precise Measurements
- Leverages a highly-accurate PTP timing signal from a node-local GPS receiver
- Supports precise timestamping of packets using NIC cards (a.k.a., PacketGPS)

- Packet Capture
- Supports high-speed packet capture and (limited) processing



Early Science Design Drivers and Applications
• Four ‘Science Design Driver’ teams

• FABRIC-ready experiment use-cases and applications

• Help formulate design requirements

• Help validate and commission the facility

• Leave lasting experimental artifacts - software, experiment profiles, case 
studies

• Security, IoT, ML in the network, Named Data Networking, advanced 
transport protocols

Security

Phil Porras

Machine Learning

Malaathi Veeraraghavan

IoT

Russ Clark

NDN

Alex Afanasyev



Construction Timeline

• Planning
• Prototyping
• Software development
• Community building 

• Begin phase 1 
deployment

• Testing, commissioning
• Design driver on-

boarding

• Complete Phase 1
• Design driver 

experiments and early 
users

• Begin Phase 2 
deployment

• Complete Phase 2 
deployment

• Prepare for operations

Year 
1 

Year 
2 

Year 
3 

Year 
4 



What FABRIC IS: 
• FABRIC is an 'everywhere-programmable' network 

combining core and edge components that also 
link to many outside facilities. 

• FABRIC is a multi-user facility with support for 
concurrent experiments of differing scales 
facilitated through federated authn/authz system 
with allocation controls. 

• FABRIC is a place to experiment on new Internet 
architectures, protocols and distributed 
apRlications using a mix of resources from FABRIC, 
its facility partners, connected campuses and opt­
in users. 

• FABRIC is extensible - it will continue to connect 
new facilities like cloud, networking, other 
testbeds, computing facilities and scientific 
instruments. BYOE is also an option. 

What FABRIC is NOT: 
• FABRIC is not an isolated testbed - it will peer at 

Layer 2 and Layer 3 with a variety of networks, 
allowing experiment slices to connect to a wide 
variety of external resources 

• FABRIC is not a place for long-term production 
workloads - it is intended for Cl experiments short­
or long-lived. 

• FABRIC is not a place for real-world protected (PII 
or other) data - you can develop such new 
applications on FABRIC, but the infrastructure 
cannot support regulated data. 

• FABRIC is not a fast new pipe for data between its 
connected facilities - ESnet, lnternet2, and the 
regional networks provide production capacity, 
FABRIC provides a place to experiment with new 
approaches. 



FABRIC Community Building

• We are looking to build a vibrant community of stakeholders:
• Experimenters interested in using FABRIC

• Facility partners to host equipment 

• Regional and national network providers

• Government agencies focusing on research

• Industry looking to test or partner

• Community events & workshops to share the vision, progress and collect 
feedback

• Virtual Community Visioning Workshop: April 15-16, 2020

• Follow on, focused workshops 1-2/ year





Thank you!

Questions? Ask info@fabric-testbed.net

mailto:info@fabric-testbed.net


FABRIC Experiment Workflow

Experiment Phases:

- Design - an experiment is imagined and defined

- Prototyping and development - experiment 

software is written and prototyped (in-house, 

using FABRIC or other testbed hardware)

- Provision resources - FABRIC and other 

resources are acquired and configured via APIs 

or portal

- Experiment is run:

- Multiple experiment runs include 

collecting data and modifying resources

- Termination - experiment ends, all resources 

released

- Saving data - collected data is retrieved from 

FABRIC storage

- Publish - paper citing FABRIC is prepared, 

submitted and published 

https://www.draw.io/?page-id=5yTSGbV0UCSSYX1Mlvtb&scale=auto#G1q0IQOeeGupAepF0nhlNOGdNGNYYJma2-


How is FABRIC different from GENI?

- FABRIC has a programmable core infrastructure

- FABRIC interconnects a large number of existing 

scientific, computational and experimental facilities

- FABRIC provides guaranteed quality of service by utilizing 

its own dedicated optical 100G infrastructure

- FABRIC experimenter network topologies can peer with 

production networks on-demand



 

 

"Any opinions, findings, conclusions or recommendations 

expressed in this material are those of the author(s) and do not 

necessarily reflect the views of the Networking and Information 

Technology Research and Development Program." 
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