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ABSTRACT
A program of research on methodology for “evidence-based” validation and improvement of electronic health record systems and related health information systems is proposed. This program would integrate existing ideas from software engineering and health informatics with new techniques for analyzing a combination of usage data, clinical data, and execution data, to support scientifically sound methods for measuring and enhancing the safety and efficacy of EHR systems.
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General Terms
Measurement, Reliability, Verification.
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1. INTRODUCTION
It is likely that, in the near future, electronic health record (EHR) systems will impact the health care of most Americans. Although only a modest number of health care providers currently have comprehensive EHR systems, a larger number of providers have at least some EHR system functionality in place [1], and these numbers are expected to grow rapidly because of the Health Information Technology for Economic and Clinical Health (HITECH) Act, which is part of the American Reinvestment and Recovery Act (ARRA) of 2009 [2]. The HITECH Act allocates $19 billion in federal funding (mainly for incentive payments to providers) to expand the use of health information technology, especially EHR systems. One of its goals is to establish a national health information network (NHIN) of interoperable health information systems, to enable necessary exchanges of health information to occur expeditiously.

Widespread adoption of EHR systems has the potential to substantially improve the quality of health care, through better clinical access to patients’ medical information, reduction of medical errors, provision of clinical decision support, and other capabilities [3]. However, these benefits obviously cannot be realized if EHR system do not function properly. Comprehensive EHR systems are complex, multifunctional systems with a number of safety-critical features. Although they do not directly administer or control treatment to patients (at present), they strongly influence the treatment of many patients, and clinicians depend on them functioning appropriately. Software defects and usability problems in such EHR system functions as information display, computerized physician order entry (CPOE), and computerized decision support (CDS) can put many patients at serious risk of inappropriate treatment, and unscheduled system shutdowns can paralyze a health care facility for hours. Although EHR systems may not seem as safety-critical as, say, implantable defibrillators, their overall impact on patient health and safety may be much greater. Moreover, the functionality and complexity of EHR systems is likely to increase significantly, e.g., as they incorporate CDS features specifically to support genomic medicine [4].

The development and maintenance of EHR systems poses special challenges to software engineers, which necessitate deviations from standard software engineering practices. Most of these arise from the extent to which the proper functioning of an EHR system must be judged in terms of its impact on patient outcomes rather than its conformance to a specification. The fitness for use of an EHR system and even its actual requirements are emergent properties that cannot be fully understood, let alone optimized, without observing the interactions between the system, on one hand, and clinicians, patients, and health-care environments, on the other hand.

The challenges posed by EHR systems have precedents in software engineering, but they necessitate a significant realignment in priorities, both for software development and for research. Clearly patient welfare must be the highest priority, well ahead of reducing the costs of development and maintenance and of shortening time-to-market. Accordingly, EHR systems should be produced using the best known development practices for safety critical systems and software [5, 6]. This is not sufficient, however. Much greater priority must be placed on collecting and analyzing data from deployed systems in order to empirically characterize their fitness for widespread use and to improve them when appropriate. This paper will focus on research issues involved in such “evidence based” validation and improvement of comprehensive EHR systems and related health information systems.
Software researchers have placed much emphasis on formal methods of validating software (with respect to a specification) prior to its deployment. Some researchers have even argued that system safety, which they equate with “ultra-reliability” (failure rate lower than $10^{-7}$ failures/hour), cannot be measured [7]. This position would puzzle medical researchers, who rely primarily on empirical methods and statistical inference in investigating life-critical treatments. The U.S. Food and Drug Administration (FDA) requires vendors of life-critical drugs and devices to evaluate them for safety and efficacy by conducting clinical trials and by subjecting the results to rigorous statistical analysis [8].

On the other hand, FDA does not require that medical devices have ultra-low failure rates, presumably in recognition of the fact that many medical procedures much higher rates of adverse outcomes. For example, a recent international study of non-cardiac surgeries found the death rate to be 1.5% and the inpatient complication rate to be 11% [9].

Formal methods may be valuable in preparing medical software for deployment, but they do not eliminate the need for empirical evaluation of the software under representative operating conditions. Similarly, synthetic testing, by which we mean use of any software testing technique that selects or generates test inputs without accounting for the nature of operational system-usage, is not sufficient to establish the safety and efficacy of medical software.

The outline of the remainder of this paper is as follows. Section 2 relates the medical notions of safety and efficacy to the concepts of software correctness and reliability; Section 3 discusses estimation of safety and efficacy measures; Section 4 introduces the ideas of evidence-based validation and improvement of EHR systems; and Section 5 surveys pertinent research directions.

2. SAFETY AND EFFICACY VERSUS RELIABILITY

The standard of safety and efficacy for medical interventions is somewhat different from the notions of fitness for use typically applied to software, namely “correctness” and “reliability”. (Security is also important for EHR systems [10], but will not be addressed in this short paper.)

Software researchers have long sought to devise means of ensuring that software is correct with respect to its specification, in the sense of producing the specified output for each possible input [11]. However, no generally practical methods of demonstrating the correctness of complex software systems have emerged. In fact, large software systems generally are not correct; nor are their specifications (when they exist). The concept of “software reliability” provides a more applicable notion of software quality. It has been defined as the “probability of failure-free software operation for a specified period of time in a specified environment” [12]. It is useful to generalize this definition to permit different measures of the reliability of a system.

Definition. A reliability measure for a software system is a quantitative measure of the extent to which the observed functional behavior of the system accords with its desired (but not necessarily specified) behavior.

Examples of reliability measures include: the frequencies of particular types of failures; mean time to failure (MTTF); the mean squared deviation of numerical output from expected output; and the proportion of users experiencing one or more system crashes per month. It is often desirable to characterize the reliability of a multifunctional system using a suite of several reliability measures that address different aspects of its behavior.

The analogies between EHR systems, on one hand, and drugs and medical devices, on the other hand, suggests that it is appropriate to characterize the operational safety of an EHR system in terms of the frequencies of adverse events that are actually or potentially harmful to patients. These measures are defined, directly or indirectly, in terms of a population of system executions or transactions (e.g., treatment encounters) that occurred at one or more deployment sites. Other kinds of evidence, e.g. from fault-tolerant design or formal methods, might be used to argue that a system’s safety is actually greater than is indicated by an upper confidence bound on its adverse event rate. However, neglecting to obtain accurate statistical estimates of the occurrence rates of harmful or potentially harmful events and to consider their implications seriously is not scientifically defensible.

For an EHR system, safety measures should include at least the (separate) frequencies of such distinct events as system crashes and hangs, record displays with erroneous or missing entries, and erroneous or missed treatment orders, alerts, and reminders. System availability and the mean and variance of response time are also clinically important measures. Additional measures, which characterize the safety of specific clinical functionality such as CPOE or CDS are also desirable [13]. Adverse events involving EHR system functionality could be caused by software, hardware, human factors, environmental conditions, or some combination of these factors [14, 15]. Even if investigation reveals a single cause for an adverse event, is appropriate to consider it to be a failure of the overall software-hardware-human system, since patient welfare depends upon the safety and efficacy of the latter.

The efficacy of an EHR system can be characterized by measures of the direct and indirect effects of the system on patient outcomes, medication errors, provider costs, efficiency, patient satisfaction, and other variables. For example, a drop in patient mortality that is due to adoption of an EHR system would be one indication of its efficacy. Alternatively, an EHR system’s efficacy can be characterized by measures involving surrogates for the outcomes of interest, such as a measure of improved compliance with clinical practice guidelines. Demonstrating that an EHR system is actually responsible for improvements in efficacy measures may be difficult, however. This is discussed in Section 4.

3. ESTIMATING SAFETY AND EFFICACY MEASURES

Among existing software engineering techniques, software reliability modeling and estimation techniques [12] are perhaps most similar to the techniques used to evaluate medical treatments, because the former are intended to characterize the operational reliability of a software system based on statistical analysis of its failure history. Some software reliability models are based on questionable assumptions [16]. One such assumption is that future debugging will change a system’s failure rate according to a probability distribution of known form and
with estimable parameters. Unfortunately, experience indicates that the actual effects of debugging are so variable as to render any reliability model based on such an assumption unsuitable for use in evaluating safety-critical software.

Fortunately, not all software reliability estimation techniques involve problematic assumptions. It is possible to estimate reliability measures directly from a sample of observations of software behavior in the field [17-19]. For example, the frequency of system crashes can be estimated based on automated crash reports, and the frequency of other failures can be estimated based on reports from (vigilant) users and on recorded execution data. These techniques can be employed to estimate safety measures for EHR systems. For the resulting estimates to be predictive, the sampled behaviors must be representative of future system usage. Thus an assumption of some statistical regularity in behavior of the user population is necessary. Fortunately, this assumption can be checked by collecting statistics that characterize system feature usage over time [20]. It is not necessary to actually specify the complex distribution of EHR system inputs.

There are several challenges to estimating EHR system safety measures directly from observed behavior, which can be overcome with appropriate steps. Users may overlook some system failures or neglect to report failures they do observe. Modest incentives may encourage them to report failures accurately. Users can be compelled by law or organizational policy to report all system failures they observe. Even so, it is desirable to instrument a system to record audit logs that permit developers to confirm users’ failure reports or to discover failures that users did not report. Ideally, executions would be captured online so as to enable offline replay [21].

Another challenge is the level of accuracy needed to adequately demonstrate satisfaction of demanding safety requirements such as, say, a 95% upper confidence bound on the rate of adverse events that is at most 0.001 per patient. Cost is likely to preclude having developers review thousands of captured executions in detail. To obtain sufficiently accurate estimates, it may be necessary to employ data mining techniques, sampling designs, and estimators to exploit auxiliary information about executions such as their profiles. This can be done in a way that is model assisted [22], rather than model dependent, in the sense that a statistical model is used to improve the efficiency of estimation, yet the estimators used remain (approximately) unbiased and consistent even if the model is flawed. One example is the use of cluster analysis of execution profiles, in conjunction with stratified random sampling, to accurately estimate software failure rates [18]. In this case the “model” is a partitioning of system executions into clusters of similar ones. Other types of models, such as statistical regression models, are also applicable [22].

Finally, the need to reassess safety measures whenever an EHR system is modified engenders additional costs and delays. These can be mitigated by leveraging previously captured inputs and profiles to reduce the costs of re-estimating these measures after changes to the system (or to its operating environment) [23]. An important but somewhat counterintuitive point in this regard is that successfully correcting the defects that caused failures to occur during the process of estimating safety measures does not justify reducing the estimated failure rate to zero. Any sound approach to updating an estimate of a safety measure after maintenance must involve some additional field testing or testing with captured operational inputs.²

4. EVIDENCE-BASED VALIDATION AND IMPROVEMENT

Evidence-based medicine [24] requires evaluating the safety and efficacy of medical treatments and other health interventions by carefully designing and conducting clinical studies and by rigorously analyzing the results using statistical methods. The “gold standard” for evaluating treatments is a randomized clinical trial (RCT) [25], in which an appropriate group of volunteer subjects is randomly assigned to receive either a treatment under evaluation or a control intervention such as a placebo or standard treatment. The patients who receive a given treatment comprise a treatment group; the patients who receive the control intervention comprise the control group. If multiple treatments are evaluated there are multiple treatment groups. The random assignment of patients to these groups helps to ensure that the groups are relatively balanced and therefore comparable with regard to possible confounding variables (confounders), which are variables other than the treatment(s), such as age or overall state of health, that may influence patients’ outcomes. Random treatment assignment is preferable to systematically balancing treatment and control groups with respect to known confounding variables, because some confounders may be unknown or unobserved.

Although randomized controlled trials are the preferred mechanism for evaluating clinical interventions, they have a number of limitations [25]. For example: it may be unethical to give subjects with a critical illness a placebo; the study volunteers may not be representative of the relevant patient population; the number of suitable volunteers may be too small to achieve desired statistical power; and the conditions of the trial may be far more favorable to a treatment than the conditions under which it would be used in the field. For these reasons, it may be desirable or necessary to conduct an observational study [26], in which treatment assignments are not deliberately randomized. Finally, an observational study may be based on the existing treatment records of a large sample of patients. EHRs have significant advantages for this purpose [3, 27].

Although some computer-controlled medical devices are evaluated in RCTs, it is probably not feasible to evaluate EHR systems with them. To minimize bias, such a trial would require not only randomly assigning patient records to either an EHR system or a paper record system for storage, but randomly selecting and assigning physicians, or perhaps entire health care organizations, to use each of the two systems. Because patients’ outcomes depend on many other factors besides whether they are “treated” with an EHR system, a very large study would be necessary to statistically identify the “treatment effect” of managing a patient’s record using an EHR system. It is hard to imagine how such a study could be managed in real health care settings. Moreover, this process surely could not be repeated every time the EHR software was modified, in order to validate the changes.

On the other hand, large-scale observational studies of EHR system safety and efficacy are quite feasible. Such a study would be greatly facilitated by the following steps: (1) equipping the

² Using captured operational inputs to re-estimate safety measures is sound only if neither the system’s interface nor its usage has changed since the inputs were captured.
system with both automatic crash reporting and a convenient mechanism by which users can immediately report other adverse system events and their symptoms; (2) automatically capturing I/O and execution data to be used to confirm adverse events and diagnose their causes; and (3) ensuring proactively that the data recorded in EHRs itself is sufficiently accurate and complete to support research [28], which entails including, when possible, the values of potential confounding variables.

5. RESEARCH DIRECTIONS

Steps (1)-(3) above lay the groundwork for research on a number of important aspects of evidence-based validation and improvement (EBVI) of EHR systems.

Accurate estimation and re-estimation of system safety and efficacy measures. Prior research on application of “model-assisted” sampling and estimation techniques to software reliability estimation only scratches the surface of what is needed to support EBVI of EHR systems. Further research is needed to determine what sampling designs, what user, EHR, and execution data, and what types of multivariate analysis, statistical models, and estimators are most efficient (with respect to maximizing precision and minimizing sample size and other costs) and practical for use in estimating safety measures for EHR software and in updating estimates after system or environmental changes. A closely related issue is how statistically based techniques for causal inference based on observational data [29], can be adapted to permit efficacy measures for EHR systems to be estimated with minimal confounding bias.

Adverse event detection and confirmation. Whereas unbiased estimation of safety measures requires a representative sample of system executions, a more aggressive approach is appropriate to root out possible system hazards before they cause serious harm to patients. Such an approach might be based partially on techniques for post-market detection of adverse drug reactions [30]. For example, data mining techniques might be applied to execution profiles to correlate unusual but seemingly harmless system behaviors with other events that are known to be hazardous or to correlate unexplained adverse event reports from multiple users.

Automatic fault localization. Given that one or more hazardous EHR system failures have been observed, it is imperative to diagnose their cause(s) as rapidly as possible. Statistical and non-statistical fault localization techniques (e.g., [31-33]) could expedite this process, especially if their precision can be improved. Possible research directions for achieving such improvement include: employing statistical techniques for causal inference from observational data [29, 34]; mining a combination of clinical data, execution data, and user feedback about failure symptoms to facilitate grouping of related failures and isolation of their causes; and combining evidence from different approaches to automatic fault localization.

Requirements monitoring and adaptive redesign. Because of the way EHR system functionalities and workflows are intertwined with clinical practices, the ideas of requirements monitoring [35], usage analysis [36], and architecture-based monitoring [37] are especially relevant to them. Substantial EHR-specific research is needed to articulate an evidence-based approach to system adaptation and improvement, which involves collecting data about both system usage and internal dynamics and analyzing it to inform decisions about system enhancements. An important sub-problem is evaluation of proposed new system features, which are, in contrast to entire systems, practical to evaluate in randomized controlled trials (by installing them in randomly selected system instances).
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