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i Who are the stakeholders and how should we engage them?

i What are science needs, particularly in regard to data challenges and new grand
challenge communities?

i What are global issues for cooperation and sharing?
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i Learn from previous experiences in last decade
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Participants

A Organizers

i KrzysztoKurowski(PSNC)JarekNabrzysk(ND), AndreMerzky
(LSU), Daniel S. Katz (UC/ANL)

A Agencies
i Gabrielle Allen (NSF/OCI), KosEmos(EC), Ed Seidel (NSF/MPS)
A 50 attendees

i Infrastructure/tool providers & application community
participation from US/EC/Asia (some US travel funded by NSF)

o US: EwaDeelman(USC/ISIRionDooley, lan Fisk (CMS), lan Foster
(Globus), Geoffrey Fok\tureGrid, David Hart (NCAR3hantenuha
(SAGA), Daniel Katz (UC/ANMLiypn Livny(OSG)MaciejMalawski(ND),
JarekNabrzysk(remote), JudyQiu (IU), KarolingarnowskadJpton (UV3,
?/Iic;heIaTaufer(UDe), DougThain(ND), John Towns (XSEDE), Von Welch

U

o ECCeedelLaat(SARA), Morris Riedel (PRACE), Reteeney(UCL),

Steven Newhouse (EGI), etc.

o SatoshiSekiguch{(NAREGI, JapatjaiZhuge(CAS, China)
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Dynamic Meeting Format

A Visionary keynotes
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Breakout Groups

A Much of the meeting organized into breakout
groups
i BIg science
i Long tail of science

i New grand challenge
communities

A Then a groupwide consensus on how to move
forward

www.ci.anl.gov
www.ci.uchicago.edu

Grid Computing: The Next Decade (Jan. 2QIRkatz@ieee.org _L'-ﬁr-g,;;.r-,r-.;--_-'.-_-



Initial discussionsRequirements

A The three breakout groups were asked to
address:

1. What are the science requirements for particular
community? (big science, long tail science, grand
challenge communities)

2.1 26 OlFlYy 6S RSTFAYS | Gof
to provide an enabling CI for global science in the
next decade?

A They also tried to define their own identity, In

order to get on a common footing and to start
the discussion.
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Big Science

A Deflned as

' Large project budget
Large collaboration in terms of number of people
Extremely large amount of data generated

Large complexity of instruments and the large
complexity of the required oversight

Long timescales
All of the above

A A common property though is, if compared to Sma
Sciences / Long Tall, that there is generally a more
structured approach to work with end user
requirements (simply because nothing else scales)

A Also, it implies at least some long term planning

www.ci.anl.gov
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Big Science Requirements and Plannlng

A Generally an effort to collect requirements
before project starts

i With a series of workshops, etc.

A And ongoing efforts to stay connected to user
community while evolving the CI stack

A. dzi G KSNE Qéaern2fiindisgy Y 2
commitment, justa seriesof@ € S| NJ o |

i So planning for ClI to support loigS N & 6 A 3
efforts is hard
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Long Tail Science

A Defined as
i Small collaborations, often ad hoc or spontaneous
i Parts of a larger community (e.g., Biology)
i Multidisciplinary
i{YFff LINR2SOU aAlS o6So3I Pz
f Saacv
i Minor planned role of information technology
i Democratized access (citizen science)

A Also called small science, not pejorative
A While In large projects, efforts to gather community

requirements can be supported, in small science,
no one Is funded to do this
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Small Science Requirements and Planning ..

A Could be done by going through a bunch of examples, pulling
out requirements, and then looking to see which are commor

A Could also be done by looking at what scientists are doing at
how they are doing it, then looking at what they say they
want to do and what they are missing that would enable then
to do these things

i E.g., for a sequencing user, for example, these include: data
movement; metadata generation; data storage; data search,;
provenance; sharing; tagging; and analysis.

A Similar studies have been done previously, and rather than
duplicating them, we should look at their outputs. For
example, two completing teams did this for the NSF XD
solicitation, and then merged their gathered requirements
Into one set:

i XSEDE Requirements, to be published at
http:// www.xsede.orgpublications
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Grand Challenge Communities
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research groups

A Example problems include

i Modeling and understanding of gamma ray bursts
requiring many different disciplines (gravitational
physics, astrophysics, chemistry, mathematics, compute
science)

i Particle physics, gravitational science, or astronomy
motivated by large instruments such as the Large
HadronCollider, LIGO/VIRGO, LSST, etc.

i Understanding the human brain

www.ci.anl.gov
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Focus on understanding what is needed to support these communities, not
necessarily specific to the grand challenges themselves, but the incrementa
needs to support the research communities

One particular focus was around improving the access to existing research,
data and instruments, for example improving access for students

Aspects related to access

1.  Technical infrastructure

2.  Policies such as intellectual property management @pe&nAccess

3. Social and cultural interactions and understanding how communities cooperate
4.  Regulations for data, such as data privacy

Universities and institutions were seen to have a responsibility to play a role

i E.g., the PSNC data services team assists affiliated universities with services su
as optical networks, identity management, videoconference/HDTV and broadcas
capabilities, cloud capabilities including license centralization, data archive and
back up
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Grand Challenge Requirements and Planning (2)

A For research projects, needs are:
i Policies that encourage data to be made available and define validation standarec

i Places to put the data where it can be linked to publications, as well as powerful
search engines to find the most relevant and useful data

i Systems supporting the activity of managing the use of data from its point of
creation to ensure it is available for discovery andise in the future

A Research data lifecycle management systems are hard to implement,
especially for grand challenge communities that have a long history of
operations, and never addressed this issue

i E.g., HEP community has just started some planning activities oriented towards
developing data preservation solutions.

A Summary:

Support the progressive advancement of scientific work
Management andncentivationof social interactions

Technical data storage and identification

Access to consistent computing resources and core data services
Funding model and governance for global research communities
Training of students

o gk wNE
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Second discussion: Process

A The breakout groups were asked to discuss

1. How would we develop a (minimal) high level
blueprint/framework/conceptual architecture or set of processes (or Is
there a better word?) to organize and coordinate the development and
jsu?pccl)rt of cyberinfrastructure, e.g. could expect that this would
include

minimal security assurances, identity management
data sharing policies
collaborative software development
campus bridging to international infrastructures
governance mechanisms
continued innovation, as illustrated by the rapid progress of commercial offerings
reuse and best practices
2. How would these processes aid in activities such as
o Sustainability
o international cooperation
o any others?
3. 12 G2 GdzNYy GKAA dof dzZSLINAYyOE AY
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Big Science

A Strong (but not universal) agreement that adoption of existing solutions is preferable to implementing
new solutions but that does not go well in the current funding structure

i Funding agencies fund solutions, not procesgasthcubes an exception here)

A Large internationaCIS(EGI, PRACE, NAREGI, XSEDE) may be able to coordinate on that level, but us
communities will likely only participate when there is an obvious benefit, not before

A ldeally, the blueprint process will support adoption of existing solutions, and thus greatly increase
coherence and sustainability of the CI stack

A While it is hard to distinguish needs from desires, the blueprint should focus on needs in order to be
manageable and efficient

A An open process for a global ClI blueprint can obviously get unwieldy, and multiple funding agencies
complicates things further, but a clear demonstration on retofrinvestment and a clear process will
help to get buyin

A A blueprint would pose a very significant amount of work, but there is agreement that this effort is
worthwhile, and economically beneficial

A Nevertheless, it requires significant commitment from the key stakeholders

A There is consensus that a global blueprint process is needsdn if ‘'global’ is not acceptable for some
communities

A While funding agencies are amongst the stakeholders, they should not own the blueprint process, but
support it, implicitly and explicitly

A The process would be most efficient if owned by a relatively small group with globakimguth is a
difficult balance
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Small Science

A Two possible processesstandardized interfaces or
policies
i Standardized interfaces tried in OGF, useful but not
completely successful

o Need to have multiple people in projects where the standard
would be applied who want to define a standard

o Standards needs to be developed with consideration of |
operational issues; people who will implement the standard in
working systems need to be in the discussion

A Should the process be tegiown or bottomup?

i Perhaps a difference in how largeience and small
science sees things o X {
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approach, where possible
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Small Science: Multievel Architecture

A Use cyclic processstart very general,
then iterate, getting more specific eac
cycle (define minimal
services/interfaces/platform that one
can build on first)

i Platform needs to track advances in
underlying technology if possible

A Infrastructure platform provides
common interface to infrastructures

i Design is iterative

A Layers above (platforms) build on this
and provide higher level capabilities

i Design is iterative

i E.g.Hadoop HEP platform ture Pltform..;:
A Some common services also must be | r q
provided to all layers e

i E.g., identity management 10
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Small Science: Ecosystem

A Need to decide governance of proce®sg., is blueprint binding?
i Perhaps this is cyclebinding later in the process
i Might need funding agencies to require this to be binding

A Model of app store (tracks usage, reviews, success stories) for
components that are sufficiently lowost, but perhaps need to plan
coordinated/shared development/usage of larger activities (perhaps
success stories is outside, and points back to app store)

i Stakeholders need confidence that shared/coordinated software will
really appear, do what they want, and will continue to exist

i Multiple app stores (one for each infrastructure)?

o Maybe needed today, but not desiraltedepends on if we have sufficient
standards, or a common infrastructure

o/ 2dzf R YI 1S AYydGSaANIY¥GSR LW aGd2NB GKI 0
infrastructure/platform

o Could perhaps have federated apps stores that look like one, but need single
trusted point for metrics of usage.

i bSSR (2 RSTAYS 6KI(1Qa 0O02YY2y I ON
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