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A Tale of Two Software Worlds

HPC

MPI/OpenMP

Big Data/ML

Hadoop/MapReduce
Spark

TensorFlow
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Are There Barriers to Convergence?

HPC Big Data
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Priorities

HPC

• Performance

• Cost 

• Correctness

Big Data

• Cost

• Performance

• Correctness
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Creates Significant Differences In …

• Platform performance

• Programmer productivity

• Scale of computations

• Economic model
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Is There Overlap Today?

HPC Big Data?
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Who Would Switch from Big Data to HPC?
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Who Would Switch from HPC to Big Data?

• If performance improved by switching, everyone

• If performance were comparable or not overly harmed, some

• If performance is 10X worse, none
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A Brief Digression: Hardware

• The hardware platform drives the software abstractions

• The current, slow-motion revolution: accelerators
• GPUs today

• Other specialized hardware tomorrow
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A Key Point

• In new supercomputers, > 95% of performance is in the accelerators

• The tradeoff
• Greatly complicates programming

• But switching to GPUs can greatly increase performance

• This is the ground on which any convergence will happen
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An Observation

• The HPC community values performance
• Unless it is too hard

• Many HPC systems perform far below their potential today

• The Big Data community values productivity
• Until the code takes forever to run

• Organizations spend inordinate amounts of time tweaking for performance
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The Technical Issue

• The real problem in current and future systems is data movement
• By far the most expensive part of any computation

• And accelerators add multiple levels of memory hierarchy

• Few programming abstractions in any programming model for
• Locality

• Partitioning

• Mapping of compute/data into a machine
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The Evidence

• S3D
• Production chemistry combustion code

• 7X off its potential

• Large graph analytics 
• Current state of the art ~10X off potential

• Machine Learning
• 2-3X off potential

Switching to GPUs + 
good data partitioning 
& placement

Improved data partitioning
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