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Macro Network Science Themes

• Transition From Legacy Networks To Networks That 

Take Full Advantage of IT Architecture and Technology

• Extremely Large Capacity (Multi-Tbps Streams)

• High Degrees of Communication Services 

Customization

• Highly Programmable Networks

• Network Facilities As Enabling Platforms for Any Type 

of Service

• Network Virtualization 

• Highly Distributed Processes





National Science Foundation’s Global 

Environment for Network Innovations (GENI)

• GENI Is Funded By The  National Science Foundation’s Directorate 

for Computer and Information Science and Engineering (CISE) 

• GENI Is a Virtual Laboratory For Exploring Future Internets At 

Scale. 

• GENI Is Similar To Instruments Used By Other Science Disciplines, 

e.g.,  Astronomers – Telescopes, HEP - Synchrotrons

• GENI Creates Major Opportunities To Understand, Innovate and 

Transform Global Networks and Their Interactions with Society. 

• GENI Is Dynamic and Adaptive.

• GENI Opens Up New Areas of Research at the Frontiers of Network 

Science and Engineering, and Increases the Opportunity for 

Significant Socio-Economic Impact. 



Future Cyberinfrastructure

• Large Scale Highly Distributed Infrastructure That Can 

Support Multiple Empirical Research Testbeds At Scale

• Next Generation GENI, Edge Clouds, IOT, US Ignite, 

Platform for Advanced Wireless Research (PAWR) and 

Many Others

• Currently Being Planned – Will Be Designed, 

Implemented and Operated By Researchers for 

Researchers



National Science Foundation Global Environment for Network innovations



International 40G and 100 G ExoGENI Testbed



Chapter:

Creating a Worldwide Network

For The Global Environment for Network

Innovations (GENI) and 

Related Experimental Environments 



iGENI: The International GENI

• The iGENI Initiative Will Design, Develop, Implement, and 
Operate a Major New National and International Distributed 
Infrastructure.

• iGENI Will Place the “G” in GENI Making GENI Truly Global.

• iGENI Will Be a Unique Distributed Infrastructure Supporting 
Research and Development for Next-Generation Network 
Communication Services and Technologies. 

• This Infrastructure Will Be Integrated With Current and Planned 
GENI Resources, and Operated for Use by GENI Researchers 
Conducting Experiments that Involve Multiple Aggregates At 
Multiple Sites. 

• iGENI Infrastructure Will Connect Its Resources With Current 
GENI National Backbone Transport Resources, With Current 
and Planned GENI Regional Transport Resources, and With 
International Research Networks and Projects,

•





The Global Lambda Integrated Facility: a Global 

Programmable Resource 





SDX StarLightNetherLight

Ronald van der Pol, Joe Mambretti, Jim Chen, John Shillington









SCInet TbpsTopology 

By Azher Mughal CalTech









DTN Flows@100 Gbps=>Compute CanadaCANARIEStarLight<+>SC16





SCInet WAN Topology By Azher Mughal CalTech





Coming Soon =>Taiwan SDX

=> Also, L2OVX OPN NFV



KREONet2 and GLORIAD-KR

KISTI Daejeon  100 G  StarLight

Soon: Daejeon SDX  StarLight SDX





A*STAR Singapore

• Singapore Supercomputing Center 

DTNSingARENPacWavwGRPnet

StarLight DTNSC16

• 50-60 Gbps







Genomic Data Commons Data Transfer



NCI Genomic Data 

Commons

• Harmonization and storage for the Nations Cancer Genomic 

Data GDC 1.6PB of cancer genomic data and associated clinical 

data.

• Precision Medicine Enabled By Precision Networking 



Biomedical Data Commons:

Flow Orchestration: Control Plane + Data Plane 

Data Plane

Control Plane

Data Repository A (West Coast)

Data Repository C (Asia) Data Repository D (Europe)

Data Repository B

(South)

Visualization Engines

North America
Compute Engines 

(Midwest)





Object Storage

(Data)

Local

Compute

“Local” Location 

(University of Chicago, US) 

Remote

Compute

ClientClientServerServer

UDT

“Remote” Location 

(ASGC, Taiwan)

TCP

Remote stats and 

visualizations

Parcel Based Collaboration

parcel-

udt2tcp

parcel-

tcp2udt

Client identifies and 

retrieves data with ARK ids

Performs Compute

Remotely

Results are pushed back

to remote storage and an

ARK id is assigned

Visualizations are

produced locally

Source: Kevin P. Keegan, Bob 

Grossman
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Another SDX Opportunity! An 

Experimental Testbed For 

Computer Science Research





IRNC SDX

IRNC SDX

IRNC SDX

IRNC SDX

GENI

SDX

UoM SDX

Planned US SDX Interoperable Fabric

GENI 

SDX IRNC SDX



Will Be Contiguous To 

the StarLight SDX





Global Research Platform

• A Emerging International Fabric

• A Specialized Globally Distributed Platform For Science 

Discovery and Innovation

• Based On State-Of-the-Art-Clouds

• Interconnected With Computational Grids, 

Supercomputing Centers, Specialized Instruments, et al

• Also, Based On World-Wide 100 Gbps Networks

• Leveraging Advanced Architectural Concepts, e.g., 

SDN/SDX/SDI – Science DMZs

• Ref: Demonstrations @ SC15, Austin Texas November 

2015

• New=> Global Research Platform 100 Gbps Network 

(GRPnet) On Private Optical Fiber Between PacificWave 

and StarLight via the PNWGP



www.startap.net/starlight
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