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This.is Machine Learning

Training Data consists of R records:
Output
Each input has M components Observations
Input vectors A
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This.is Machine Learning

Learning Task:

Find a model represented by a
set of N weights
w = W1 ’ W2 . WN

which accurately predicts
P(ynew | Xnew 4 W)
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This.is Machine Learning

Learning Task:

Find a model represented by a
set of N weights

W=W1,W2.. WN
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This.is Machine Learning
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This.is Machine Learning
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My Opinion

My gut feel on HPC and big data:

 Classic HPC is far removed from what is
normally needed for big data

« But big data can use a lot of help with
« Vector compute at nodes
« Fast RAM cache over Flash
« Does NOT need accurate RAM
 Does NOT need reliable compute nodes

« Classic HPC will be much more important for
the big-Al that will be built on the big-data
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Questions,
Comments, Ideas?
awm@cs.cmu.edu
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