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Batch task:
Learn model 
from data
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Very well suited to racks and racks 
of boring commodity servers with 
decent network, GPUs and flash
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These are all problems
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My gut feel on HPC and big data:

• Classic HPC is far removed from what is 
normally needed for big data

• But big data can use a lot of help with
• Vector compute at nodes
• Fast RAM cache over Flash
• Does NOT need accurate RAM
• Does NOT need reliable compute nodes

• Classic HPC will be much more important for 
the big-AI that will be built on the big-data 

Questions, 
Comments, Ideas?
awm@cs.cmu.edu


