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PanDA Overview

 PanDA workload management system was developed for 
the ATLAS experiment at the Large Hadron Collider
 Hundreds of petabytes of data per year, thousands of users 

worldwide, many dozens of complex applications…
 Leading to 398 scientific publications – and growing daily
 Discovery of the Higgs boson, search for dark matter…

 A new approach to distributed computing
 A huge hierarchy of computing centers working together
 Main challenge – how to provide efficient automated performance
 Auxiliary challenge – make resources easily accessible to all users
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Core Ideas in PanDA

 Make hundreds of distributed sites appear as local
 Provide a central queue for users – similar to local batch systems

 Reduce site related errors and reduce latency
 Build a pilot job system – late transfer of user payloads
 Crucial for distributed infrastructure maintained by local experts

 Hide middleware while supporting diversity and evolution
 PanDA interacts with middleware – users see high level workflow

 Hide variations in infrastructure
 PanDA presents uniform ‘job’ slots to user (with minimal sub-types)
 Easy to integrate grid sites, clouds, HPC sites …

 Production and Analysis users see same PanDA system
 Same set of distributed resources available to all users
 Highly flexible – instantaneous control of global priorities by experiment
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Paradigm Shift in HEP Computing

 New Ideas from PanDA
 Distributed resources are 

seamlessly integrated
 All users have access to 

resources worldwide through 
a single submission system

 Uniform fair share, priorities 
and policies allow efficient  
management of resources

 Automation, error handling, 
and other features in PanDA
improve user experience

 All users have access to 
same resources

 Old HEP paradigm
 Distributed resources are 

independent entities
 Groups of users utilize 

specific resources (whether 
locally or remotely)

 Fair shares, priorities and 
policies are managed locally, 
for each resource

 Uneven user experience at 
different sites, based on local 
support and experience

 Privileged users have access 
to special resources
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PanDA Scale
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Current scale – 25M jobs completed every month at >hundred sites
First exascale system in HEP – 1.2 Exabytes processed in 2013
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CPU Consumption
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PanDA Facts 

 PanDA – Production and Distributed Analysis System
 Deployed on WLCG infrastructure
 Standards based implementation

 REST framework – HTTP/S
 Oracle or MySQL backends
 CondorG based pilot factories
 Python packages available from SVN and GitHub
 Command-line and GUI/Web interfaces

 Reference
 https://twiki.cern.ch/twiki/bin/view/PanDA/PanDA
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Next Generation “Big PanDA”

 ASCR and HEP funded project “Next Generation Workload Management and 
Analysis System for Big Data”, 2012-2015

 Generalization of PanDA for HEP and other data-intensive sciences

 Project participants from ANL, BNL, UT Arlington

 Alexei Klimentov – Lead PI

 WP1 (Factorizing the core): Factorizing the core components of PanDA to 
enable adoption by a wide range of exascale scientific communities

 WP2 (Extending the scope): Evolving PanDA to support extreme scale 
computing clouds and Leadership Computing Facilities

 WP3 (Leveraging intelligent networks): Integrating network services and 
real-time data access to the PanDA workflow 

 WP4 (Usability and monitoring): Real time monitoring and visualization 
package for PanDA
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WP2 Extending the scope 
PanDA @ ORNL LCF

 Special requirements for running on Titan
 Extremely limited internet connectivity from worker nodes
 No grid access – one-time password based authentication
 PBS/TORQUE batch system
 Full node jobs (16 cores)
 Limitation on maximum number of jobs by one user
 Parallel file system shared between nodes
 Special data transfer nodes (high speed stage in/out)

 Many features developed through BigPanDA project to run 
ATLAS payload on Titan – beyond GRID’s and clouds
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HPC & Supercomputing Workshop
CERN, Feb. 6-7, 2015

https://indico.cern.ch/event/359368/
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Example of Recent BigPanDA Work
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OLCF
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Optimization of Initialization Time
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300 AthenaMP Jobs
On Titan



Why PanDA on HPC?
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Rising CPU Needs at LHC
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Other PanDA HPC Efforts

 Many efforts in addition to BigPanDA
 All teams are working together – common goals
 Major effort underway at NERSC
 Huge allocation at ALCF – MIRA
 Dozens of European and Asian HPC’s
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Example: Event Service
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Event Service at HPC
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Edison tests @ NERSC
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Big Push at ALCF
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Large Allocation
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Also requested 50M 
CPU Hours in 2015



PanDA at ALCF
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Impressive – Full Throttle
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HPC’s in Europe
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Using Nordugrid ARC with PanDA
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Utilizing HPC CPU’s with ARC
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Not Only in Europe
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The Growing PanDA EcoSystem

 ATLAS PanDA core
 US ATLAS, CERN, UK, DE, ND, CA, Russia, OSG …

 ASCR/HEP BigPanDA
 DoE funded project at BNL, UTA – PanDA beyond HEP, at LCF

 ANSE PanDA
 NSF funded network project - CalTech, Michigan, Vanderbilt, UTA

 HPC and Cloud PanDA – very active
 Taiwan PanDA – AMS and other communities
 Russian NRC KI PanDA, JINR PanDA – new communities
 AliEn PanDA, LSST PanDA, other experiments
 MegaPanDA (COMPASS, ALICE, NICA) …
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Resources Accessible via PanDA

March 4, 2015Kaushik De

About 150,000 job slots used continuously 24x7x365
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