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https://www.theguardian.comA/‘c':ir"c‘ivés/201 4/jun/25/predicting-crime-lapd-los-angeles-police-data-analysis-algorithm-minority-report



Modern software

Influences critical decisions

https://www.aclu.org/blog/national-security/discriminatory-profiling/government-blacklisting-people-based-predictions


















You [ube automatic captions

Rachael Tatman, "Gender and Dialect Bias in YouTube's Automatic Captions" in 2017 Workshop on Ethics in Natural Language Processing
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Joy Buolamwini
https://www.ted.com/talks/joy buolamwini how i m fighting bias in algorithms
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today's goals

Define software discrimination.

Operationalize measuring discrimination
through causal software testing.

Provide provable fairness guarantees.

Discuss fairness research landscape.



Design software to be fair

Typically machine learning systems:

® Balance training sets

® Introduce training noise

® (Constrain regression’s loss function
® Split criteria on sensitive inputs




Design alone is not enough



possible causes
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biased data

implementation
bugs

unintended interactions and
mismatched components

poor design



Fairness is just like
quality and security

Fairness must be part of the
software engineering lifecycle



Call to Action!

Fairness must be part of the
software engineering lifecycle

Requirements

We need methods for specifying
fairness requirements



Call to Action!

Requirements

We need fairness design
principles



Call to Action!
- A

We need automated fairness testing

Requirements r




Call to Action!
- A

We need fairness property verification

Requirements r

Verification




Call to Action!

Fairness must be part of the
software engineering lifecycle

Requirements

Verification




Let’s talk about requirements.

What does it mean for
software to discriminate?



LOAN program

This talk is not about policy.



Fairness: Disparate Treatment

Hide the data

iIncome
savings

Zafar et al. Fairness constraints: Mechanisms for fair classification. AISTATS 2017.



Fairness: Disparate Treatment

Hide the data

=

—

Ineffective because of data correlation.

[Latanya Sweeney. Discrimination in online ad delivery. CACM 201 3]
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Fairness: Demographic Parity

often called group discrimination

Compare subpopulation proportions

.4

(DENIED

Fails to identify discrimination against individuals.

Dwork et al. Fairness through awareness. ITCS 2012.
Calders and Verwer. Three naive Bayes approaches for discrimination-free classification. DMKD 2010.



How demographic parity can fail

E

approve lo deny
loans to all licants
Europea ther out,

and the demographic parity measure can be 0.



Fairness: Disparate Impact

Prohibits using a facially neutral practice

that has an unjustified adverse impact on
members of a protected class.

80% rule: Employer’s hiring rates for protected
groups may not differ by more than 80%.

Zafar et al. Fairness constraints: Mechanisms for fair classification. AISTATS 2017.



Fairness: Delayed Impact

Making seemingly fair decisions can

(but shouldn’t), in the long term,
produce unfair consequences

Liu et al., Delayed impact of fair machine learning. ICML 2018



Fairness: Predictive Equalit

False positive rates should not differ

Chouldechova. Fair prediction with disparate impact: A study of bias in recidivism prediction instruments. FATML 2016
Corbett-Davies. Algorithmic decision making and the cost of fairness. KDD 2017

Fairness: Equal Opportunity

False negative rates should not differ

Hardt et al. Equality of Opportunity in Supervised Learning. NIPS 2016
Chouldechova. Fair prediction with disparate impact: A study of bias in recidivism prediction instruments FATML 2016
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Fairness: Correlation

correlation(race, ) =0.8

mutual information(race, ) =0.6

Correlation does not measure causation

Atlidakis et al. FairTest: Discovering unwarranted associations in data-driven applications. EuroS&P 2017



What is fairness?

Sensitive inputs should not affect
software behavior.

We want to measure causality!

Woodward. Making things happen: A theory of causal explanation. 2005



causal testing

Sensitive inputs should not affect
software behavior.

hypc .
testing:

Galhotra, Brun, and Meliou, Fairness Testing: Testing Software for Discrimination. ESEC/FSE 2017



causal testing

No need for an oracle!




ing

causal test




Themis

How much does my software
discriminate with respect to ...?

Does my software discriminate
more than 10% of the time, and against

Themis generates a test suite or can use a manually written one

Angell, Johnson, Brun, and Meliou, Themis: Automatically Testing Software for Discrimination. ESEC/FSE 2018 Demo
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How does Themis work?

adaptive, confidence-driven sampling

input schema

\ A/\
confidence—
eworbound////, . \\_,//ﬂ
Themis

sound pruning

race race race race
age age age

gender gender

location



Evaluation

Eight open-source decision systems trained on two public data sets

Trained a bunch of systems.

Some are supposed to enforce fairness.

e (Census income dataset:
financial data
45K people
income > $50K?

e Statlog German credit dataset:
credit data
1K people
“good” or “bad” credit?

]
discrimination-aware naive Bayes [18]
discrimination-aware decision tree [91]
naive Bayes
decision tree <cikit-

logistic regression

SVM

learn




findings
Demographic parity is not enough.

More than 11% of the individuals had the output
flipped just by altering the individual’s gender.

Decision tree trained not to group discriminate against
gender causal discriminated against gender: 0.11.



findings

Optimizing demographic parity may
Introduce other discrimination.

Training a decision tree not to discriminate against gender
made it discriminate against race 38.4% of the time.



findings

Pruning is highly effective.

® The more a system discriminates, the more efficient
Themis is.

® On average, pruning reduced test suites by for
causal and for group discrimination. Best
Improvement was



Causal Testing:
more than bias detection




Debugging

CAPUCHIN: CAUSAL DATABASE REPAIR FOR ALGORITHMIC
FAIRNESS *

Babak Salimi Luke Rodriguez Bill Howe
Computer Science and Engineering Information School Information School
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ABSTRACT

Fairness is increasingly recognized as a critical component of machine learning systems. However,
it is the underlying data on which these systems are trained that often reflect discrimination, sug-
gesting a database repair problem. Existing treatments of fairness rely on statistical correlations that
can be fooled by statistical anomalies, such as Simpson’s paradox. Proposals for causality-based
definitions of fairness can correctly model some of these situations, but they require specification of
the underlying causal models. In this paper, we formalize the situation as a database repair problem,
proving sufficient conditions for fair classifiers in terms of admissible variables as opposed to a
complete causal model. We show that these conditions correctly capture subtle fairness violations.
We then use these conditions as the basis for database repair algorithms that provide provable fairness
guarantees about classifiers trained on their training labels. We evaluate our algorithms on real data,
demonstrating improvement over the state of the art on multiple fairness metrics proposed in the
literature while retaining high utility.



More Complex Inputs

Iterative Orthogonal Feature Projection for Diagnosing Bias in Black-Box
Models

Julius Adebayo
Lalana Kagal

CSAIL, MIT, 32 Vassar Street Cambridge, MA 02139 USA.

Abstract

Predictive models are increasingly deployed for
the purpose of determining access to services
such as credit, insurance, and employment. De-
spite potential gains in productivity and effi-
ciency, several potential problems have yet to
be addressed, particularly the potential for un-
intentional discrimination. We present an iter-
ative procedure, based on orthogonal projection
of input attributes, for enabling interpretability
of black-box predictive models. Through our it-
erative procedure, one can quantify the relative
dependence of a black-box model on its input
attributes.The relative significance of the inputs
to a predictive model can then be used to assess
the fairness (or discriminatory extent) of such a
model.

: o i Gl o b

JULIUSAD @MIT.EDU
LKAGAL@CSAIL.MIT.EDU

sexual orientation. A predictive model that significantly
weights these protected attributes would tend to exhibit dis-
parate outcomes for these groups of individuals. Hence,
the focus of this paper is on auditing predictive models to
determine the relative significance of a models inputs in
determining outcomes. Given the relative significance of
a model to its inputs, judgement can be more easily made
about the model’s fairness.

The potential increased efficiency and societal gains from
leveraging predictive modeling seem limitless, and have
rightly necessitated the widespread adoption of these mod-
els. In particular, use of predictive modeling for decision
making in determining access to services is starting to be-
come the defacto standard in industries such as banking,
insurance, housing, and employment. As the need for more
accurate forecasts or predictions has heightened, there has
been an increase in the use of complicated, often uninter-
pretable predictive models in making forecasts from data.







What are we doing now?

Fair computer vision

https://thi spersondoesnotexist.com/
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What are we doing now?

Fair computer vision

Fair natural
language processing

D applied



Testing versus Verifying

Provably fair machine learning:

Provide (high-probability)
guarantees that the classifier
Is fair on unseen data.



How would that work?

User specifies a definition of fairness.

Train classifiers,
selects one to satisfy fairness,
verify safety on held-out suite.



How would that work?

Limitation: The algorithm has to be able to return
“No Solution Found”

Train classifiers.
selects one to satisfy fairness.
verify safety on held-out suite.



Disparate Impact

Seldonian

Fairlearn: Agarwal et al. A reductions approach to fair classification. ICML 2018.
Fairness Constraints: Zafar et al., Fairness Constraints: A Mechanism for Fair Classification. FATML 2015.



Disparate Impact

Seldonian

Fairlearn: Agarwal et al. A reductions approach to fair classification. ICML 2018.
Fairness Constraints: Zafar et al., Fairness Constraints: A Mechanism for Fair Classification. FATML 2015.



Demographic Parity

Seldonian

Equal Opportunity



Equalized Odds

Thomas, Castro da Silva, Barto, Giguere, Brun, and BrunskKill.
"Preventing Undesirable Behavior of Intelligent Machines", Science 366 (6468), Nov 22, 2019




Fairness: Delayed Impact

Making seemingly fair decisions can

(but shouldn’t), in the long term,
produce unfair consequences

Liu et al., Delayed impact of fair machine learning. ICML 2018



RobinHood:
Fair Contextual Bandits

Evaluative versus instructive feedback

Instead of predicting the likelihood of violent recidivism,
these methods consider what actions to take
to minimize violent recidivism.

RobinHood POEM —— OffsetTree =--- Naive

Metevier, Giguere, Brockman, Kobren, Brun, Brunskill, Thomas. Offline Contextual Bandits with High Probability Fairness
Guarantees. NeurlPS 2019.
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Empowering Data Scientists

scikit-learn

Machine Learning in Python

https://scikit-learn.org

IBM’s Al Fairness 360 adds fairness metrics,
fairness-aware algorithms, datasets

http://aif360.mybluemix.net/
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fairkit-learn

Fairkit, Fairkit, on the Wall, Who’s the Fairest of Them All?
Supporting Data Scientists in Training Fair Models

Brittany Johnson, Jesse Bartola, Rico Angell, Katherine Keith,
Sam Witty, Stephen J. Giguere, Yuriy Brun

University of Massachusetts Amherst, USA
johnsonb@ gmu.edu, jrbartola@ gmail.com, {rangell, kkeith, switty, sgiguere, brun} @cs.umass.edu




What we need:
Help stakeholders understand

what needs to be enforced.

Provide components that enforce
these properties themselves.

Help validate systems adhere to
the to-be-enforced properties.

Help visualize behavior to
reason about the properties.



Research Landscape

safe machine learning

Philip Thomas Emma Brunskill Michael Kearns

and many many more
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data-based fairness

Alexandra Meliou Dan Suciu Bill Howe Julia Stoyanovich



Research Landscape

safe machine learning data-based fairness

Philip Thomas Emma Brunskill Michael Kearns Alexandra Meliou Dan Suciu Bill Howe Julia Stoyanovich

and many many more
software engineering

: Jin Song Dong Julia Rubin
Brittany Johnson Abhik Roychoudhury

Jon Whittle _
Sudipta Chattopadhyay Tim Menzies Aws Albarghouthi



Research Landscape

Machine
Learning

Software
Engineering



Research Landscape (SE)




Contributions

http://fairness.cs.umass.edu

causal bias
* measure «

complex inputs many causes of tools for data scientists
software bias

st | » &, or NSF

provable guarantees delayed impact
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Rico Angell Brittany Johnson  Stephen Giguere = Sarah Brockman Blossom Metevier Sainyam Galhotra

Alexandra Meliou Andy Barto Bruno Castro Emma Brunskill Philip Thomas Yuriy Brun
da Silva

http://fairness.cs.umass.edu

https://tinyurl.com/FairnessPaper
http://doi.org/10.1126/science.aag3311
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