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1. INTRODUCTION

This document serves as Sandia National Laboratories’ (i.e., Sandia’s) response to the Request for
Information (RFI) on Federal Priorities for Information Integrity Research and Development. The RFI
defines information integrity preservation as protecting society against information manipulation and
defines information manipulation as, “activities that aim to influence specific or multiple audiences
through disinformation, misinformation, malinformation, propaganda, manipulated media, and other
tactics and techniques that intentionally create or disseminate inaccurate, misleading, or unreliable
information.” [19]

Successfully preserving information integrity requires integrating a broad range of perspectives,
including political, policy, social, and scientific. This document’s contribution is to address the
problem from the research and development (R&D) perspective of a national laboratory. Our
perspective involves strategically planning a broad R&D program to support national security. This
requires R&D along the entire information ecosystem using a scientifically grounded approach. This
approach treats information manipulation as an object of scientific study, develops an understanding of
that object, and then creates new technology to help solve the relevant national security problems.

We address two questions from the RFI. A scientifically grounded approach must define the
phenomena being studied, so we address Question 1: “Understanding the information ecosystem.” We
describe the information ecosystem by defining a model the federal government can use to help
organize research and development activities. Much of our national security focused R&D is aimed at
preserving the integrity of the systems we support, so we also address Question 2: “Preserving
information integrity and mitigating the effects of information manipulation.” We then describe the
points in this model that are vulnerable to information manipulation, which we refer to as the attack
surface. We include a sample of relevant research, including research at Sandia. While not
comprehensive, this sample illustrates the kinds of research that can help address this critical issue.

2. INFORMATION ECOSYSTEM

Addresses Question 1: Understanding the information ecosystem

Models of information integrity have been developed and discussed since at least the early 1970s [16].
The information ecosystem has grown exponentially in its complexity with the widespread availability
of cheap computation and communication. The discussion of information integrity continues today
(e.g. [13]).

Claude Shannon, the founder of Information Theory, famously wrote, “The fundamental problem of
communication is that of reproducing at one point either exactly or approximately a message selected
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Figure 2-1. Model of the information ecosystem.

at another point,” and that the “semantic aspects of communication are irrelevant to the engineering
problem” [20]. This description presents two aspects of any information ecosystem: the “engineering
problem” and the “semantic” problem. The “engineering problem” is simply about storage and
communication of bits independently of their meaning. The “semantic aspects” that Shannon saw as
irrelevant to the engineering problem are critical to the issue of information integrity. We believe that
addressing both the semantics and the engineering problem is critical to the protection of information
ecosystems. Because so much of today’s technology is rooted in Shannon’s theory, we also believe
that this also presents promising avenues for R&D investment.

Figure 2-1 shows the model we use for understanding the information ecosystem. This model accounts
for the full spectrum of the information ecosystem, from bits to semantics. It has three categories, each
dealing different aspects of information and raising different issues related to information integrity.
These categories will be described in detail in the next section. We believe this model is well suited
for defining information integrity risks and planning R&D activities in support of national security.

2.1. Three Categories of the Information Ecosystem
The first category of the information ecosystem is Decision. This category is especially focused on the
semantic aspects of information, including its context and its intended use. One key risk in this area is
losing the context and assumption(s) made when collecting data. Loss of context and assumptions
opens the information ecosystem to compromise. Another key risk is disinformation. Disinformation,
defined as intentionally leading people to false beliefs or conclusions [28], is a threat to information
integrity. In addition to detecting disinformation, research opportunities in this category include issues
such as culture and the conditions under which people would find it acceptable to lie [27]. R&D in this
category is especially focused on the people creating and consuming the data. Because of this,
successful R&D in this category requires the incorporation of psychological research about how
people respond to the engineered systems with which they interact.
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The second category of the information ecosystem is Analysis. We define this category as the
augmentation of information through algorithms. Whereas the Decision category is about the meaning
of the information, the goal of the Analysis category operates consistently with semantics, but the
algorithms have no inherent understanding of the underlying meaning because they generally
accomplish complex pattern matching without broader context. For example, an image classifier that
can find images containing tanks does not encode what a tank is, what it is used for, or why a
decision-maker would need to find one in an image. This creates risk to the information ecosystem.

The third category is Data. Shannon’s “engineering problem” is the chief object of the Data category.
The key concern is ensuring that the bits themselves are accurately stored, transmitted, and
reproduced, independent of their semantics. This category includes cybersecurity, encryption,
authentication, authorization, and robustness of data, along with the engineering around how that data
is visualized and presented to users. The risk to the information ecosystem here is broad and well
understood, but there is still room for R&D. The internet and related systems were originally
developed for speed and robustness at the expense of security. This remains an unsolved problem,
creating a variety of R&D needs.

These three categories are highly interrelated and thus must be addressed by interdisciplinary teams.
The Analysis category presupposes the existence of data, and the Decision category assumes the
existence of data augmented by analysis over which exploration takes place. The data that gets stored
and transmitted is inevitably the result of a person at some point making design decisions and
engineering features about how that data will be analyzed.

3. THE INFORMATION ECOSYSTEM ATTACK SURFACE

Addresses Question 2: Preserving information integrity and mitigating the effects of information
manipulation.

In cybersecurity research, it is common to describe risks in terms of an attack surface. An attack
surface is, “a set of ways in which an adversary can enter the system and potentially cause
damage” [17]. It provides a common vocabulary for describing a complex environment with respect to
risk. Thinking about information integrity as an attack surface can accomplish the same thing. Having
a common vocabulary can help guide R&D investments to address problems with information
manipulation.

In the following sections, we briefly describe the nature of the attack surface for each component of
the information ecosystem and highlight examples of R&D, including R&D at Sandia, that addresses
the attack surface. It is not possible to comprehensively cover the research done at Sandia, much less
the research done across the entire community. The examples are provided as illustrations of pressing
R&D needs and are not comprehensive.
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3.1. Decision
The Decision category of the information ecosystem is entirely concerned with the meaning of
information in its context, used for some particular use case, regardless of its form. The attack surface
of the Decision category deals with presenting information in such a way that when someone
consumes and uses the information, they are unable to solve the problem for which they accessed the
information in the first place.

One risk is related to data context and underlying assumptions. Data collection is done to support the
needs of individuals and organizations and, as such, individuals must be able to make sense of the data
in order to effectively utilize it. There are inherent data characteristics/attributes associated with the
context under which the data was collected that ultimately impacts end users’ trust and understanding
of the data and lead to an association with the data’s integrity. Borrowing from work in military
intelligence and research in data fusion, four attributes are critical data characteristics that must
remain associated with the data to support human understanding and the development of trust in the
data: timeliness (time the data was collected), confidence (certainty of the data source), source
(supplier or entity from which the information came), and accuracy (precision of the data) [5, 8].
These attributes must remain linked with the data during the collection process and during any
associated data manipulations (such as data fusion and modeling) in order to maintain data integrity,
as they influence how much trust is inherent in the data and how much weight may be assigned to
conclusions derived from their output [9].

Disinformation is a component of the attack surface of information integrity. Disinformation is
information shared with the intention of leading a consumer to a false conclusion. The simplest form
of disinformation is a simple lie. Other forms of disinformation might include true statements that are
misleading. There is significant interest in understanding the creation and spread of disinformation
and its effect on our society.

Figure 3-1. Clustering intentional deception (a)
and by author (b) [23]

At Sandia, there is a growing body
of research on disinformation. This includes research
on deception detection within text. For example,
an author attempting to pretend to be someone else
by imitating their style. Figure 3-1 depicts previously
published results [23] that show compression-based
techniques over text can cluster by author. The
use of these techniques for authorship detection is
consistent with other previously published work [22].
Further, in the same work we conclude that the
same techniques can be used for deception detection
by means of clustering intentionally deceptive
documents together. In more recent work, we have
integrated psychological research with advances in

compression-based analytics [3] to find disinformation in various genres of text [4].

3.2. Analysis
As mentioned in the introduction, Analysis is concerned with finding structure in data. The analysis
pipeline takes information as input, performs a function like labeling or pattern detection on that
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information, and returns this augmented information as output. The output may also include summary
information about the analysis. Problems arise when information is augmented or summarized in a
way that compromises its integrity.

One technique commonly used for analysis is machine learning, which has a number of known
security concerns. Attacking these weaknesses is called Adversarial Machine Learning. There are two
categories of exploits of particular relevance to information integrity. Both categories target the input
to an ML model, causing compromise in the output.

The first is evasion. Evasion attacks seek to avoid proper classification of an input item by slightly
altering it. These are generally called adversarial examples [25]. A canonical example of an evasion
attack is described in [11] where an alteration is made to an image that is not noticeable to humans,
but changes the classification of the image by the machine learning model.

The second category is subversion. Subversion attacks seek to avoid proper classification of an input
item by altering the model while it is being created. In the literature, many of these attacks use “data
poisoning” where placing additional features on input images with different training labels can result
in misclassification [25]. A model compromised in this way will perform exceptionally on a user’s
training and validation data, but poorly on specially selected inputs. One classic example of this type
of subversion attack is described in [12]. Other examples of subversion attacks can be found in [15].

Adversarial Machine Learning and the defense against it (“Counter Adversarial Machine
Learning”) [25] highlight the classic security paradigm in which an attacker must only find one attack
to be successful, while a defender must defend against all possible attacks to be successful. It follows
that the attack surface of the Analysis category is very large. In particular, as solutions evolve to
combat potential threats [26], new attacks are also developed [6] [24]. Ultimately continuing to build
up defensive techniques to combat information manipulation in this category is only a partial solution.
Holistic solutions that consider the full information ecosystem must instead be considered.

Analysis can be performed on a large amount of information so one output of the process is often a
summary of the results. For example, performance statistics like accuracy, precision, recall, and F1
score are ways to understand the output of an analysis at a glance. However, if inappropriate statistics
are used for a given dataset or research question, the integrity of the summary information is lost. For
instance, calculating accuracy on an imbalanced dataset may make an analysis appear more conclusive
than it is. Consider the case when 90% of available information is irrelevant and 10% of information
is relevant. If a model labels every piece of information as irrelevant, then the accuracy of that model
is 90% even though it misses every instance of relevant information. This form of information
manipulation is part of the attack surface of the Analysis category.

Consequences of the loss of information integrity at the Analysis category are observable in the
Decision category of the information ecosystem. Examples include: diverted attention away from
relevant pieces of information, wasted resources looking at irrelevant pieces of information, and
inaccurate conclusions from manipulated data. However, the Analysis category of the ecosystem can
be used to prevent some of these pitfalls. We suggest explainability as a possible defense against
information manipulation.

One way to understand an analysis is by providing an explanation of where new information came
from. For example, machine learning techniques that are “interpretable by design” are capable of
determining which features led to a classification [1, 2]. Even when it is not possible to directly
interpret a model, it is still possible to provide indirect explanations for predictions (even for models
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fit on functional data) [10]. These techniques give additional ways to assess the performance of the
model and inspect outliers. While additional work is needed to ensure model explanations are accurate
and indeed useful to decision makers (many current methods are shown not to be), there are proposed
ways to address these concerns. Such methods include machine learning explainability techniques that
take into account non-linear model interactions and design principles that take into account the
usefulness of explanations to the end user [21]. This suggests, with some advancements, that
explainability could be an effective tool for decision-makers to use to combat information manipulated
in the Analysis category.

3.3. Data
The Data category of the information ecosystem is entirely concerned with how bits and bytes are
moved and stored, regardless of the meaning of the information presented. The attack surface to
information integrity represented by this category generally stems from the fact that the internet was
built to be robust and fast, not secure. It is not the case that security was an afterthought. Early
descriptions of internet protocol stacks mention the needs for security [7]. However, security was
described as something that the internet model supported rather than inherently contained. Significant
research has gone into developing security technologies for the data category and it is continuing to
evolve. As more tools become cloud/service based it becomes more difficult to maintain data security
without eroding capabilities in the Analysis and Decision domains.

One of the active areas of research has to do with the integration of cybersecurity techniques with
experts in order to support the evaluation of large, constantly streaming data. Some of these efforts
include developing platforms for testing and training on new techniques [18]. Sandia has also
developed an Emulytics platform that simulates larger facilities to understand how to defend
them [14].

4. CONCLUSION

Our information integrity ecosystem contains a significant attack surface that must be addressed to
foster an environment of trust and resilience. Without this, individuals experience a compromised
ability to think critically about information they encounter and consume. Many perspectives are
required, including political, policy, social, and scientific, to tackle this problem. Interdisciplinary
scientific R&D across the decision-analysis-data model is needed to effectively address how bytes are
being protected and analyzed to support robust decision-making. Such considerations will enable us to
not only understand the but also improve protections to ensure information integrity across the
information ecosystem.
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