



































the balance between the rate of asset generation and the available volumetric storage capacity

































and turkeys). Simple database systems will have difficulty modeling these relation



In addition, for the self-managing and self-tuning capabilities of future






> Using continuous versioning for intrusion detection and determining what application








http://www.pdl.cmu.edu/SelfStar/index.html







Isolation for data inte
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http://t10.org/ftp/t10/drafts/osd/osd-r10.pdf
http://www.snia.org/tech_activities/shared_storage_model/
http://www.snia.org/tech_activities/workgroups/osd




LONG-TERM STORAGE

Participants

Tom Ruwa



manage the records) enabled the records’ preservation. The “Y2K” endeavors provided a good





http://www.archives.gov/electronic_records_archives/index.html
http://www.interpares.org/
http://lockss.stanford.edu/
http://www.digitalpreservation.gov/
http://www.npaci.edu/
http://www.rlg.org/longterm/oais.html
http://www.rlg.org/







When data resides in



interact with a document in a meaningful way — is semantic continuity, i.e., preserving our
capacity to interact with
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Belatedly, the group recognized that it had not dealt adequately with the reality that completely









Up-to-date access to a






inherent in the basic pervasive storage model,



to share objects (possibly using separate instances). These capabilities, constrained by the
proverbial “speed of light”, require research into the issue of data consistency. What can be



























Why do we need autonomics?
What's really important in data management?
Can we build autonomic systems with middleware?

Can we focus solely on the storage system?






Self-configuring systems









“rules of thumb” or “best practices.” In all of these cases, autonomics has the potential to speed
up and improve the state of the art and lead to new business opportunities.

What's really important in data management?

We also discussed what was most important about storage management. Without a doubt, the
answer was “don't lose the data.” As one of us succinctly put i98 3.02 186.14815 670.


























http://www.cs.wisc.edu/~remzi/Postscript/disk.pdf
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