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ABSTRACT

The principle of separation of concerns has certainly stood the test of time in guiding the field of software engineering, leading to an amazing variety of approaches available to programmers to actually separate and manage concerns in their software. In this paper, we provide a novel perspective on these approaches, a perspective that is guided by the observation that the underlying goal of any approach should not be to always separate concerns, but instead to minimize the impact of concern scattering and tangling. Reframed as such, we survey and relate existing work, highlight fundamental limitations of the four canonical approaches to minimizing the impact of concern scattering and tangling, and provide an agenda for future work – at both the code level and beyond.
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1. INTRODUCTION

Dijkstra in 1974 [9] proposed his principle of separation of concerns, which has had a profound influence on the field, so much so that it is now a standard practice in programming to leverage the facilities of the programming language to modularize concerns. Parnas’ work of course was equally important in achieving this impact, as it was his early modularization ideas [20] that set the tone for how one should go about separating concerns and that also implicitly identified several requirements for programming languages to support this practice.

While modularization has clearly been the predominant approach to supporting separation of concerns (whether via traditional programming language constructs, aspect orientation [15], or subject-oriented programming [10], to name a few), other approaches have emerged as well. Perhaps the most different approach is that of concern modeling. Instead of embedding support for separating concerns in the programming language, a separate model is maintained that describes and relates concerns, and indexes them to the programming language. Such a model may be explicitly kept (e.g., CME [11], ArchEvol [18]), or implicitly constructed with the help of queries or heuristics (e.g., FEAT [21], Mylyn [13]).

One way to examine this body of work as it has emerged to date is to treat each approach as a separate inroad into supporting a concern-based view of software development. While to some degree we do that in this paper, we also seek to establish a deeper understanding, one that is based on the observation that separating concerns is just a means to an end, rather than a goal in and of itself. Dijkstra already hinted at this, noticing that a perfect separation of concerns is impossible to achieve and highlighting that the reason to separate them was to be able to understand each in isolation as one deals with it [9].

We see two problems with this goal of understanding a concern in isolation, however:

• One does not always want to deal with just one concern, as much of the difficulty of concerns lies in dealing with them when they represent related views. For instance, we may want to know how, if we modify some security code, privacy is affected. Here, it is crucial to know where both concerns are addressed in the code.

• Given that a perfect separation is impossible to achieve, we must begin to ask which concerns are worth separating and why. The driver here, of course, is evolution: it should be possible to make future changes with the least amount of “hassle” given the concerns that those future changes address.

The issue, thus, is not necessarily separating concerns. Rather, the key objective is mitigating the long-term impact of scattering and tangling of concerns to reduce the complexity of understanding, maintaining, evolving, and reusing code. It may be perfectly fine to leave some concerns scattered, and in some cases it is even desirable to not spend the extra effort of refactoring, as that code may never be visited again. Some other code, however, may need to definitely be untangled and put into its own modules, since it is likely the subject of significant future work. By the same token, modularization is just one way in which the impact can be mitigated. In some cases, the decision may be made to use a concern model instead for some of the code, as it is easier to construct and use, and does not involve expansive refactoring.
With all these choices, concern-oriented software engineering in effect becomes an optimization problem: which techniques should be used when, so the long-term impact of concern scattering and tangling is minimized? It is this optimization problem that drives the research agenda that we define in the rest of the paper.

2. CONCERNS FRAMEWORK

The concept of a concern has been defined numerous times, with a relatively broad variety of definitions emerging. We adopt a definition authored at a recent workshop that highlights the dual nature of a concern [22]: (1) a concern is a conceptual area of interest or focus for a stakeholder of a software project, and (2) a concern refers to the concrete manifestation of conceptual concerns in software artifacts. Both perspectives are important. The first stipulates that concerns can be broad in nature, and stem from a variety of individuals with an interest in the system. The second lies this interest to concrete lines of code in the system.

With this definition in mind, we now examine existing approaches to mitigating the long-term impact of concern scattering and tangling using the framework presented in Figure 1. The framework identifies four canonical approaches by separating them along two orthogonal dimensions: embedded versus overlaid and specified versus derived.

The center circle represents the overarching goal we identified in our discussion thus far, towards which all advances must work. In order to do so, it clearly is necessary that concerns are represented in one way or another. The first circle surrounding the core highlights that this can be done in one of two ways: (1) by embedding the concern representation in the target language, or (2) by overlaying a concern model that relates concerns and artifacts.

The second dimension, as represented by the next circle, identifies the two alternative ways in which a concern representation can be constructed: (1) concerns are explicitly specified by the developer, or (2) concerns are derived from the artifacts, ideally in an automated or semi-automated way.

Combining these two dimensions, how concerns are represented and how this representation is constructed, identifies four distinct quadrants that group approaches with similar characteristics.

Modularization and composition (bottom left). Approaches in this category require a developer to manually decide upon a particular modularization, with each module ideally representing one concern. The idea is to physically separate concerns by leveraging programming language constructs that hide information pertaining to a concern, with tools supporting the composition of individual modules into a system. This encompasses the classic approach of classes and interfaces (composed with a compiler and linker), but also more advanced approaches such as aspect orientation [15] and subject oriented programming [10]. The assumption underlying these approaches is that, to mitigate the impact of concern scattering and tangling, the best solution is to attempt to avoid the problem altogether, at least for some concerns, by physically separating them.

Extensional concern modeling (top left). Approaches in this category require a developer to, separately from the code, specify one or more concern models that capture individual concerns and their relations. This concern model is associated to the code via explicit links between the concerns and the development artifacts, sometimes at a coarse-grained level (e.g., entire artifacts), sometimes at a fine-grained level (e.g., individual lines of code or even just sets of characters). With respect to mitigating the impact of concern scattering and tangling, these approaches recognize that such scattering and tangling is a fact of life, regardless of which modularization is applied (the tyranny of dominant decomposition [25]). The assumed best way to mitigate their impact is to be inclusive of all concerns and to always enable a precise trace to where a concern is implemented in the code. The use of visualization tools enables strong insights into actual scattering and tangling in a code base.

Intensional concern modeling (top right). Approaches in this category also have a concern model but evaluate concerns in a different way. In an extensional concern model, a concern is linked to its code once, after which it remains static unless it is explicitly updated—the links are actively managed. In an intensional concern model, where a concern resides in the code is dynamically determined; the links are not managed but derived. Intensional modeling approaches identify the code that relates to a concern through queries or heuristics that construct a temporary concern model overlaying the code. Analyses of code artifacts and changes, as well as developers’ historical interactions with the development environment, enable (semi-)automatic derivation of the relevant links. The hypothesis underlying these approaches is that the best way to mitigate the impact of concern scattering and tangling is to reduce the workload on the developer by not requiring them to maintain the concerns themselves. They instead are provided with ways of finding them when needed.

Mining and refactoring (bottom right). Approaches here parallel intensional concern modeling in using (semi-)automated analyses, but differ in their objective in seeking to derive an improved modularization as compared to how a set of concerns presently is embedded in the system. Some approaches mine for new concerns, others seek to refactor the code to yet better separate concerns from one another. The hypothesis underlying these kinds of approaches is that concern scattering and tangling can be mitigated by continuously pushing for the “ideal” modularization with each change that developers make to the system.

3. STRENGTHS AND WEAKNESSES

Given the framework, one may ask which approach is better to use in a given situation. In general, this is a difficult question to answer, because we do not yet have the right depth of understand-
ing in terms of the absolute and relative merits of each of the canonical approaches. As a first step towards building this understanding, Table 1 summarizes key strengths and weaknesses of each.

Some tradeoffs are visible immediately. Modularization and composition approaches, for instance, provide for independent design and implementation of concerns, effectively insulating developers from one another so they can work in parallel. Moreover, the code associated with a concern can be easily reused – if it was properly modularized in the first place. This is in contrast to extensional concern modeling, which does not have those benefits but allows for the management of a broader range of concerns, and can more effectively deal with making visible those concerns that are tangled. Similar tradeoffs can be derived from the framework with respect to other pairs of approaches.

Some of these weaknesses can be expected to be overcome in the future with improved language and tool support. Others, however, will not, as each quadrant has its own key fundamental limitation inherent to its underlying approach. For modularization and composition, this limitation has been widely discussed in the literature and is known as the tyranny of dominant decomposition [25]. In shorthand, this limitation states that it is impossible to modularize every concern, and scattering and tangling inevitably arise.

Similar fundamental limitations exist for the other quadrants. Any extensional approach faces the human inability to deal with scale, as it cannot be expected that developers can precisely maintain a complex mapping from concerns to code with each change they make. In the case of intensional modeling, the limitation is that only humans can interpret what a given concern means; automated queries and heuristics can only approximate such meaning. Finally, for mining and refactoring, the barrier is that those refactorings that ultimately would yield the greatest benefit in a given situation are one of a kind, and thereby unspecifiable as a generic program.

4. RESEARCH AGENDA

Given the strengths and weaknesses we presented in Table 1, and given the fundamental limitations identified in the previous section, it should be clear that none of the approaches is best under all circumstances. Worse yet, each will exhibit its weaknesses whenever it is applied; programmers will have to be aware of and deal with those weaknesses as part and parcel of their work. Further, with the ever-increasing scale and complexity of the systems we build, the weaknesses and limitations will be more obvious.

This is not to say that no progress has been made, or can be made again. Rather, we believe our framework helps identify a number of different ways in which the field can move forward and work towards the goal of reducing the impact of concern scattering and tangling.

Extending approaches within each quadrant. The most obvious step forward is to continue work within each quadrant, and indeed this work is happening and continues to happen. New modularization languages are being invented regularly, new extensional modeling tools are emerging, intensional modeling is still only in its infancy, and more advanced mining algorithms and refactoring heuristics continue to be developed. Particularly approaches in the top half of the framework have a lot of room for improvement, simply because they are still relatively new. We mention ArchEvol [18], which takes an incremental heuristics-based approach to updating concern links, and Mylyn [13], which attempts to actively provide a focused set of artifacts for a given task by mining past actions and artifacts, as particularly promising in this regard. The weaknesses listed in Table 1 should help guide the field’s research efforts; for instance finding more global refactorings, reducing the entry barrier to new modularization languages, or improving the precision and recall of intensional concern modeling approaches.

Crossing quadrant boundaries. A more complex step forward, and one that to date has been attempted only in a limited fashion, is to build connections across the quadrants, so that selected combinations of approaches can be applied to a software system. First, this might simply involve being able to switch which approach to use for a certain concern. Modularization may be favored early on for some concern, but as the relevance of that concern decreases, it may be beneficial to move it to a concern model instead, or even to not track it at all since its potential long-term impact might be less than the effort to convert and track it. Another example might be a concern that is first found using an intensional approach, then explicitly tracked in a concern model, and eventually modularized in the source code. These kinds of transitions should be supported flexibly. Hybrid approaches can even be imagined, where a given concern is modularized at first, but as it slowly scatters, a concern model is used to track where it scatters.

Second, different approaches can benefit from one another directly as well. Imagine an intensional query or heuristic that is particularly strong at identifying certain kinds of concerns. If the preferred approach is to use a concern model, however, newly found concerns using the query or heuristic must be placed in the concern model and evolved using the mechanisms provided by

<table>
<thead>
<tr>
<th>Table 1. Strengths (+) and Weaknesses (-).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modularization &amp; Composition</strong></td>
</tr>
<tr>
<td>+ Independent design and maintenance; effective reuse</td>
</tr>
<tr>
<td>- A modularization can become stale when new and changing concerns demand different structures; scale of concerns can lead to very complex modularizations; advanced languages have steep learning curves</td>
</tr>
<tr>
<td><strong>Extensional Concern Modeling</strong></td>
</tr>
<tr>
<td>+ Arbitrary types of concerns can be modeled; granularity is very flexible; scattered and tangled concerns easily identified</td>
</tr>
<tr>
<td>- Requires high buy-in to consciously track all concerns, identify new concerns as they emerge, and update concerns as programming continues; tool support to update concerns is immature, leaving traceability largely as a manual task</td>
</tr>
<tr>
<td><strong>Intensional Concern Modeling</strong></td>
</tr>
<tr>
<td>+ Very low barrier to use as it can be applied post-hoc; many different analyses and heuristics can be applied; other artifacts can be used in identifying concerns</td>
</tr>
<tr>
<td>- Typically supports only one concern at a time; imprecise results, requiring further human filtering</td>
</tr>
<tr>
<td><strong>Mining and Refactoring</strong></td>
</tr>
<tr>
<td>+ Can gradually improve scattering and tangling; very low barrier to use as it can be applied post-hoc; many different analyses and heuristics can be applied</td>
</tr>
<tr>
<td>- Most mining research only identifies candidate concerns, it does not support restructuring the code; refactoring tends to make local improvements, not global</td>
</tr>
</tbody>
</table>
Figure 2. Concerns Framework Applied Beyond Code.

generic tools surrounding this concern model. It would be much better to build such tools in an extensible manner, allowing the original query or heuristic to be plugged in and matched to certain concerns, to improve the precision and recall of tracking the evolution of the concern. As another example, imagine applying refactoring techniques to a concern model rather than code, in an attempt to find a better “modularization” of the conceptual concerns that govern the code.

**Good science.** Underpinning any and all advances should be good science, that is, the use of informed research methods and consequential evaluations. We should understand how concerns really evolve, how they become scattered and tangled, and when scattering and tangling becomes problematic. Is there a predictable life cycle of some sort for concerns in which they come about, grow, and then become stable; or is the situation more erratic? Are there certain classes of concern evolution patterns that we can find? A small number of researchers are beginning to look into these kinds of questions, but clearly much more empirically grounded work is needed.

From such studies, we would expect grand challenges and benchmarks to be developed that can be used by any new approach or combination of approaches to evaluate its success in reducing the impact of concern scattering and tangling, both in absolute terms with respect to the benchmarks and challenges and in relative terms as compared to other proposed approaches. This means that we must find ways of quantifying this impact, too, which will be difficult as the ultimate impact of scattering and tangling can only be directly measured in the complexity of debugging, maintaining and evolving a system over a long time.

**Beyond code.** Our discussion thus far has exclusively focused on code, but other kinds of artifacts are equally subject to the notions of concerns, scattering, and tangling, and the desire to minimize the impact of concern scattering and tangling. Figure 2 presents our concern framework, but this time surveying approaches that are capable of addressing artifacts other than code. We note that the top half is more sparsely populated, but that work certainly is beginning to fill out the four canonical approaches.

The research agenda here is analogous to that of code: continue to work within each quadrant, build bridges among quadrants, and in so doing use good science. Two additional key research questions arise, however.

First, to what degree are the four canonical approaches applicable to other kinds of artifacts, and do the strengths, weaknesses, and fundamental limitations stay the same? On the one hand, one can argue “yes”, as the only assumptions we made in formulating our framework are that there are representations for artifacts and concerns and that the two must be connected somehow (using any of the four canonical approaches). On the other hand, some representations are more difficult to deal with. How might one mine, refactor, and maintain concerns in a requirements document, or formulate an intentional query over an architecture specification involving multiple views? We believe the answer, therefore, will likely be much more nuanced than initially assumed, and involve careful study of the approaches and the underlying representations.

Second, concerns are certainly not compartmentalized to individual life cycle phases; the impact of scattering and tangling must be addressed in full, across the development life cycle. This requires an ability for concerns to persist across the life cycle, but it would be naïve to assume that the same set of concerns simply overlays the development activities in each phase. Rather, their nature will change, as early high-level concerns break apart into large sets of detailed concerns regarding the code, or, vice versa, certain low-level concerns aggregate. Some work has begun to address these issues, with CME [11] and SOD [8] offering promising ideas.

**5. CONCLUSIONS**

The principle of separation of concerns has long guided the field of software engineering. This paper is similarly influenced by its underlying idea, but provides a shift in the foundation upon which future work can build. Particularly, we believe the goal should not be to always separate, but rather it should be to minimize the impact of scattering and tangling – the phenomena that arise since a perfect separation of concerns simply cannot be achieved.

Our concerns framework is built upon this observation; it allows us to compare a number of approaches that to date often have been considered separate. For concern-based software engineering to succeed, these approaches must be brought together, not just in addressing concerns in code, but also in taking a concern-centric view of the entire software life cycle.
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