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ABSTRACT
Software is a critical enabling technology in nearly all as-
pects of climate change, from the computational models used
by climate scientists to improve our understanding of the im-
pact of human activities on earth systems, through to the
information and control systems needed to build an effec-
tive carbon-neutral society. Accordingly, we, as software
researchers and software practitioners, have a major role to
play in responding to the climate crisis. In this paper we
map out the space in which our contributions are likely to
be needed, and suggest a possible research agenda.

Categories and Subject Descriptors
D.2.0 [Software Engineering]: General

1. INTRODUCTION
Climate change is likely to be the defining issue of the

21st century. The science is unequivocal - concentrations
of greenhouse gases are rising faster than at any previous
era in the earth’s history, and the impacts are already ev-
ident [1]. Future impacts are likely to include a reduction
of global food and water supplies, more frequent extreme
weather events, sea level rise, ocean acidification, and mass
extinctions [12]. In the next few decades, serious impacts are
expected on human health from heat stress and vector-borne
diseases [2].

Unfortunately, the scale of the systems involved makes
the problem hard to understand, and hard to solve. For ex-
ample, the additional carbon in greenhouse gases tends to
remain in atmosphere-ocean circulation for centuries, which
means past emissions commit us to further warming through-
out this century, even if new emissions are dramatically
reduced [14]. The human response is also very slow - it
will take decades to complete a worldwide switch to carbon-
neutral energy sources, during which time atmospheric con-
centrations of greenhouse gases will continue to rise. These
lags in the system mean that further warming is inevitable,
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and catastrophic climate disruption is likely on the business-
as-usual scenario.

Hence, we face a triple challenge: mitigation to avoid the
worst climate change effects by rapidly transitioning the
world to a low-carbon economy; adaptation to re-engineer
the infrastructure of modern society so that we can survive
and flourish on a hotter planet; and education to improve
public understanding of the inter-relationships between the
planetary climate system and human activity systems, and
understanding of the scale and urgency of the problem.

These challenges are global in nature, and pervade all as-
pects of society. To address them, researchers, engineers,
policymakers, and educators from many different disciplines
need to come to the table and ask what they can contribute.
In the short term, we need to deploy, as rapidly as possible,
existing technology to produce renewable energy[9] and de-
sign government policies and international treaties to bring
greenhouse gas emissions under control. In the longer term,
we need to complete the transition to a global carbon-neutral
society by the latter half of this century [1]. Meeting these
challenges will demand the mobilization of entire communi-
ties of expertise.

Software plays a major role, both as part of the problem
and as part of the solution. A large part of the massive
growth of energy consumption in the past few decades is
due to the manufacture and use of computing and commu-
nication technologies, and the technological advances they
make possible [11]. Energy efficiency has never been a key
requirement in the development of software-intensive tech-
nologies, and so there is a very large potential for efficiency
improvements [20].

But software also provides the critical infrastructure that
supports the scientific study of climate change, and the use
of that science by society. Software allows us to process vast
amounts of geoscientific data, to simulate earth system pro-
cesses, to assess the implications, and to explore possible
policy responses. Software models allow scientists, activists
and policymakers to share data, explore scenarios, and vali-
date assumptions. The extent of this infrastructure is often
invisible, both to those who rely on it, and to the general
public [6]. Yet weaknesses in this software (whether real
or imaginary) will impede our ability to make progress in
tackling climate change.

We need to solve hard problems to improve the way that
society finds, assesses, and uses knowledge to support col-
lective decision-making.

In this paper, we explore the role of the software com-
munity in addressing these challenges, and the potential for
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software infrastructure to bridge the gaps between scientific
disciplines, policymakers, the media, and public opinion. We
also identify critical weaknesses in our ability to develop and
validate this software infrastructure, particularly as tradi-
tional software engineering methods are poorly adapted to
the construction of such a vast, evolving knowledge-intensive
software infrastructure.

2. RECENT LESSONS
In the past year, climate change has rarely been out of

the news. Record-breaking temperatures across much of
the world in the last few months capped a record-breaking
decade [7]; world leaders met in Copenhagen to design a
successor to the Kyoto Protocol (and largely failed to make
progress), climate legislation wound its way through Congress
in the US and was ultimately abandoned, and a computer
hacker publicized thousands of emails from the University of
East Anglia, to show climate scientists apparently behaving
unprofessionally [17].

The latter event led to many sensational claims about
scientists fabricating data, refusing access to data and pro-
gram code, and conspiring to subvert the peer-review pro-
cess. While a series of inquiries have subsequently shown
these allegations to be false [15, 17], there remain many lin-
gering questions about the role of software in the computa-
tional sciences, and the broader question of how people get
access to trustworthy information about climate science.

Software quality is a particular concern. Climate scien-
tists build a variety of software tools to support their work.
At the heart of the field are the Global Circulation Models
(GCMs) that simulate the atmosphere, oceans, cryosphere
and biosphere, to study the processes of climate change on
a global scale, and generate future projections used in the
IPCC assessments [18]. Less glamourous, but equally im-
portant, a large number of data handling and analysis tools
are used for processing the raw observational data and the
results of simulation runs, and for sharing climate data with
the broader scientific community.

Most of this software is built by the climate scientists
themselves, who have little or no training in software engi-
neering. As a result, the quality of this software is somewhat
variable. For the GCMs, the software development processes
resemble a mix of agile and open source practices, tailored
to scientific model building [5]. This approach appears to be
remarkably effective, producing models that give good sim-
ulations of past climate [16], with appear to have relatively
low defect densities [13]. In contrast, other data analysis
tools developed by climate scientists tend to have ad hoc
development practices, and resulting in extremely variable
software quality.

Having scientists write their own code exploits their deep
knowledge of the domain, and avoids many of the communi-
cation errors and requirements misunderstandings encoun-
tered in commercial software practices. It also fits well with
the exploratory and incremental nature of model develop-
ment, with decisions about what to add to the model tightly
bound with the exploration of scientific research questions.

However, scientists tend to focus on producing working
code and testing it for scientific validity, while postponing,
sometimes indefinitely, any consideration of code quality is-
sues such as clean architectures, readability, portability, flex-
ibility and modifiability. In the last few years, these models
have grown in size and complexity—the larger GCMs are are

of the order of a million lines of code—with many more con-
figuration options and more diverse user communities [8].
Accordingly, the modeling centres are increasingly distin-
guishing a role for software engineers to take on responsibil-
ity for maintaining the software infrastructure and ensuring
code quality, while the scientists concentrate on writing new
scientific code.

Openness and reproducibility are crucial issues for this
community. Scientists need to validate one another’s results,
and repeat experiments. The datasets are huge—climate
data centers handle terabytes per day—and extremely com-
plex. Missing and noisy data are common, and the data
have to be reprocessed for analysis at different physical and
temporal scales. Because of the complexity of the data pro-
cessing, open access to the raw data is almost irrelevant. To
understand and use the data, one would need to know its
entire provenance, including the processing steps that have
been applied, the tools (with their settings) that were used,
the rationale for each processing step, and any known quality
issues and assumptions. Current data analysis frameworks
only capture a fraction of this information, and even then,
tend to separate it from the datasets.

Recent meta-data efforts in the earth systems modeling
community [4] aim to tackle this challenge, but are still
struggling with standardization of metadata descriptors; the
ability to capture full data provenance is still a pipe dream.
Meanwhile, scientists are not generally motivated to pro-
vide free and open access to the datasets, lest the effort
they have invested in creating and analyzing them go un-
recognized. Reproducibility is difficult because the large
numerical routines are often tied to a particular supercom-
puter architecture and sensitive to small perturbations in the
computations, so that changes in the hardware, compiler, or
configuration files often make it impossible to re-run an old
experiment.

The earth system modeling community understands many
of these challenges, and is in the process of building the
software infrastructure needed to better support modeling,
data analysis and data sharing [3]. However, outside of this
community, these challenges are rarely studied and poorly
understood. Standard software engineering techniques often
don’t apply, because scientific software is built to solve prob-
lems for which the answers aren’t known in advance, and
only approximate solutions are possible. Similarly, standard
software quality metrics may not apply well, because sci-
entific validity doesn’t correspond directly with traditional
notions of software correctness [13]—as George Box said, “all
models are wrong, but some are still useful”. Testing this
software is a major challenge.

Another lesson from recent portrayals of climate science
in the media is that much better communication is needed
of results of climate science, how those results are obtained,
and what the implications are. The news media made se-
rious mistakes reporting the science, often misrepresenting
how science is done, and failing to put the latest events into
the broader context. The rapid spread of misinformation
(and sometimes wild allegations), especially through the bl-
ogosphere, demonstrated that we lack the tools to assess the
credibility of sources of information, and the trustworthiness
of the people commenting on it. Search engines provide in-
stant access to a variety of information sources, but their
ranking systems are unable to sort out politically-motivated
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misinformation from honest accounts of the science, nor are
they able to rank search results for credibility.

Ironically, over a decade in which the scientific commu-
nity has become steadily more certain and more pessimistic
about climate change, the general public has become steadily
more confused and polarized.

3. THE SOFTWARE COMMUNITY’S ROLE
For the software research community, we can frame the

challenge as follows. How can we, as experts in software
technology, and as the creators of future software tools and
techniques, apply our particular knowledge and experience
to the challenge of climate change? How can we under-
stand and exploit the particular intellectual assets of our
community—our ability to:

• think computationally;

• understand and model complex inter-related systems
and systems-of-systems;

• analyze and prioritize multi-stakeholder requirements;

• build useful abstractions and problem decompositions;

• manage and coordinate large-scale open source design
communities;

• study and understand evolutionary forces at play in
technical infrastructures;

• identify, diagnose and repair bugs in socio-technical
systems;

• incrementally refine existing systems and deploy en-
hancements during operational use;

• build the information systems and knowledge manage-
ment tools that empower effective decision-making;

• develop and verify complex control systems;

• create user-friendly and task-appropriate interfaces to
complex information and communication infrastruc-
tures.

In short, the software community brings a unique set of
skills related to the analysis and (re-)design of complex tech-
nical systems. How can we apply these intellectual strengths
to make significant contributions to each of the challenges
of climate change mitigation, adaptation and education?

Climate change is a systemic problem, and effective ac-
tion requires a cross-disciplinary approach. In the natural
sciences, the focus is on the physical processes in the atmo-
sphere and biosphere that lead to climate change. In geog-
raphy and environmental sciences, the focus is on impacts
and adaptation of ecosystems and social systems. In eco-
nomics, the focus is on the trade-offs around various policy
instruments for controlling emissions of greenhouse gases. In
various fields of engineering there is a push for development
and deployment of new low-carbon technologies. Across all
these disciplines, an important missing ingredient is the ap-
propriate software infrastructure for collaboration and data
sharing.

Systems thinking [21] is needed to understand better how
social and psychological processes (human behaviour, peer

pressure, the media, etc) interact with political processes
(policymaking, leadership, voting patterns, etc), and how
both are affected by our level of understanding of the physi-
cal processes of climate change. Computational thinking [22]
is needed to understand how to redesign the knowledge in-
frastructure that allows information about all these pro-
cesses to be factored into effective global action.

Progress will only be possible by understanding the needs
of a diverse set of stakeholders: scientists who need tools
to improve their understanding of earth systems; educators
who need tools to reach broader communities to explain
what the science tells us, and how the science is done; jour-
nalists and science writers who need access to knowledge to
raise awareness of pressing issues; policymakers, who need
tools to design, analyze and monitor a coordinated set of
policies at international, national and regional levels; politi-
cal activists and non-governmental agencies who need tools
to coordinate their campaigns to put pressure on govern-
ments to act; individuals and communities who wish to re-
duce their carbon footprints and share information about
strategies that work; and engineers who will develop and
deploy alternative energy systems.

4. WHERE IS RESEARCH NEEDED?
These challenges were explored at two recent workshops

on software research and climate change, the first at the
OOPSLA conference, in October 2009, and the second at the
International Conference on Software Engineering (ICSE) in
May 2010. These workshops identified three potential re-
search thrusts, each of which has a set of suggested research
topics:

4.1 Computer-Supported Collaborative Science
The first thrust is the challenge of developing new software

infrastructure to support and accelerate inter-disciplinary
work in climate science and its related disciplines. Examples
of research in this space include:

• Software engineering tools/techniques for the develop-
ment and optimization of earth system models. A par-
ticular challenge here is to make these models more
readable, maintainable and portable, to accelerate the
process of getting scientific ideas into working code,
but without compromising their value as scientific in-
struments.

• Data management for data-intensive science. A chal-
lenge here is to provide the appropriate meta-data and
semantics for end-users of climate data to understand
what data exists, how it was obtained, what process-
ing has been done to it, and what assumptions and
limitations there are on the data.

• Open notebook science – the use of electronic note-
books and workflow tools for making research pro-
cesses more transparent and repeatable, linked into so-
cial network tools for knowledge finding and mapping
sources of expertise.

4.2 Software for collective decision making
The second thrust includes a wide array of information

sharing tools to improve public understanding of science,
through to decision support at multiple levels: individual,
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community, government, and inter-governmental. Examples
of research in this space include:

• Simulations, games, and educational software to sup-
port public understanding of the science. Good vi-
sualizations play a central role in communicating the
science of climate change to diverse audiences. Yet
the scientific simulations are often built without con-
cern for how the results might be communicated with
broader audiences, while visualizations developed for
non-scientists are often built without good connections
to the latest science. Research in this space will bring
together the latest science with expertise in visual-
ization and information design, to develop interactive
tools for a variety of non-specialist audiences.

• Reputation systems, to create new forms of quality
control for web-based information sources. The chal-
lenge here is to take traditional processes used in peer-
reviewed scientific literature and apply them to infor-
mation sources and participants in online communities.
A related problem is to apply such reputation systems
to search engines, to include assessments of credibility
and relevant expertise as a filter for search results.

• Collective intelligence tools that make use of crowd-
sourcing techniques (e.g. Mechanical Turk, Wikipedia,
Yahoo Answers) to improve the quality of evidence and
analysis for action on climate change. A particular
challenge is to make the steps used in quantitative and
qualitative analysis visible and open, to allow massive
collaboration, so that a broad community can collabo-
ratively test and tweak the assumptions, see how those
assumptions are used in the analysis, and to link steps
in the analysis to sources of evidence.

• Decision support tools for carbon accounting, espe-
cially for regulatory and corporate decision-making.
The challenge here is to bring accurate assessment of
fossil fuel use fully into the decision-making process, so
that carbon emissions can be managed as a tradeable
resource.

4.3 Green IT
The third challenge is the optimization of power consump-

tion of software and all things controlled by software. Such
research includes:

• Power aware computing, including better management
of power in all computer systems, from mobile devices
to cloud computing services and data centers.

• Smart controllers, to optimize and balance power con-
sumption in everything that consumes power, and to
provide appropriate feedback to users, to allow them
to adjust their use of such devices for greater efficiency.

• Green Software Design, in which sustainability is treated
as a first-class requirement in all stages of software de-
velopment, so that environmental impact of new sys-
tems are reduced. A challenge here is to identify ways
in which software and human activity intertwine, lead-
ing to inflexible systems that reduce the choices avail-
able for sustainability.

5. CONCLUSIONS
Climate change is a serious and urgent problem, and it

demands a mobilization of effort across many different dis-
ciplines. None of the problems we have discussed in this
paper can be solved by software alone, but software and
computational thinking are critical components of the solu-
tion. We have identified three key areas where effort might
be focussed: software to support the science of understand-
ing climate change; software to support the global collective
decision making; and software to reduce the carbon footprint
of modern technology.

More importantly, we have argued for an ongoing discus-
sion of how the skills and knowledge of the software com-
munity can be brought to bear in meeting the challenge of
climate change. We argued that a massive mobilization of
talent will be needed. Other disciplines are already develop-
ing disciplinary responses to this challenge (e.g. see [10, 19,
2]). It is time for the software community to step up to the
plate.
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